Degree Master of Science in Mathematical Modelling and Scidific Computing
Numerical Linear Algebra & Finite Element Methods
Thursday, 19th April 2007, 2:00 p.m. —4:00 p.m.

Candidates may attempt as many questions as they wish. The best four solutions will count.

Please start the answer to each question on a new page.
All questions will carry equal marks.

Do not turn over until told that you may do so.



Finite Element Methods for Partial Differential Equations

Question 1

(i) Define the Sobolev spadé! (0, 1) and the Sobolev north- a1 (0,1)-

(ii)

What is meant by saying thatis a weak solution if! (0, 1) of the boundary-value problem

—u" +u=f(x), z€(0,1); uw(0) —u/(0) =1, wu(l)+u'(1)=1,

wheref € 15(0,1)? [6 marks]
Show that the bilinear form associated with the weaknfakation of this problem is coercive on
HY(0,1).

Consider the continuous piecewise linear basis functions = 0,1,..., N, defined byy;(z) =

(1 — |z — x;|/h)+ on the uniform mesh of sizé = 1/N, N > 2, with mesh-pointsz; = ih,
1=0,1,...,N. Using the basis functiong;,i = 0,1, ..., N, define the finite element approximation
of the boundary-value problem and show that it has a uniqusico u,. [6 marks]

(iif) Expanduy, in terms of the basis functions;, i = 0,1,..., N, by writing

(iv)

N
up(z) =Y Uipi(@)
i=0

whereU = (U, Uy, ...,Unx)T € RN, to obtain a system of linear algebraic equations for théovec
of unknownsU. Show that the matri¥ of this linear system is symmetricg A" = A) and positive
definite {.e. VT AV > 0forall V e RNtV £ 0). [6 marks]
Show also thafju — up||i1(0,1) = O(h) ash — 0.

[Any bound on the error betweanand its finite element interpolaf,u may be used without proof,
but must be stated carefully.] [7 marks]



Question 2

(i)

Let+) € Lo(0,1) and leta(-, -) be the bilinear form o' (0, 1) x H!(0, 1) defined by
1
a(w, v) :/ (w'v' + wo)dz.
0
Suppose, further, thate H'(0, 1) is such that
1
a(w, z) = / wpdx vw € H'(0,1).
0

Show that]| 2" |1, (0,1) < 191, (0,1)- [5 marks]

(i) Suppose thaf € L,(0,1) and letu € H'(0,1) be the weak solution of the problem

1
a(u,v) = /0 fodz Vo € HY(0,1).

Let, further,u;, denote the piecewise linear finite element approximation ¢a the subdivisiors;, =
{[xi—l,xi] e =1,2,... ,N}, wherex; — z;_1 = h;, i = 1,2,...,N.

Show that
/ (u —up)pde = Z R(up) (z — Ipz)dx,
0

— Ti—1

whereZ, z is the continuous piecewise linear finite element intenpiotd ~ on the subdivisiors;,, and
R(up,) is theresidual which you should carefully define in terms pfanduy,. [6 marks]

(iii) Show that

(iv)

1/2
1
/0 (u —up)pdr < — (ZHR Up ||L2($Z 1gcz)h4> 1%L 0,1

and deduce tha posteriori error bound

1/2
1
[|lu Uh||L2(o1 < ) (ZHR Un HLQ(Q;Z 1,5) 4) :

[7 marks]

Discuss, briefly, how thisa posteriori error bound could be implemented in an adaptive mesh-
refinement algorithm to compute, for a prescribed tolerarte > 0, an approximation:, to v such
that|lu — up|l,,(0,1) < TOL. [7 marks]
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Question 3
Suppose tha® = (0,1)? andf € Ly(€2). Consider the quadratic energy-functionat H!(2) — IR defined
by
1
J(v) = ia(v,v) —{(v),

where
owodv Ow v

a(w,v):/Q [E%—’_a_ya_y—i_wv dzdy and E(v):/ﬂfvdxdy.

(i) Show thatu is a minimiser of/ overH!(2) (i.e. J(u) < J(v) for all v € HY(Q)) if, and only if,
a(u,v) = £(v) for all v € HY ().

[5+5 marks]

(i) Show thata(-,-) and¢(-) satisfy the hypotheses of the Lax—Milgram Theorem. Henahicke the
existence and uniqueness of the minimised ah H' (). [7 marks]

(iii)y Consider a triangulation of2 which has been obtained from a square mesh of spdcing 1/N,
N > 2, in both co-ordinate directions by subdividing each meaglase into two triangles with the
diagonal of negative slope. Denote by the finite-dimensional subspace Hf (Q2) consisting of
continuous piecewise linear functions defined on this tridation. Show that there exists a unique
elementuy, in Vj, such that/ (up) < J(vy) for all v, € V3. Show further that

u —up|lm Q) = min w — vpll @)

[4+4 marks]



Question 4

Letu(z,t) denote the solution to the initial-boundary-value problem

ou 0%u
— = — 0 1, 0<t<T
ot +u 952’ <z <l, <t< 1,
W' (0,t) =0, u'(1,t) =0, 0<t<T,
u(z,0) = ug(z), 0<z<l,

whereT > 0, ug € L2(0,1).

(i) Construct a finite element method for the numerical sofubf this problem, based on the Crank—
Nicolson scheme with time stefyt = 7'/M, M > 2, and continuous piecewise linear approximation
in = on a uniform subdivision of spacinfg= 1/N, N > 2, of the interval[0, 1], denoting byu;" the
finite element approximation ta(-, t™) wheret™ = mAt, 0 < m < M. [9 marks]

(i) Show that, for0 <m < M —1,

2 2
m+1 m m+1 m
up, + uy, up, + uy,

=0
2 ’

1
+1)12 2
IAL (HUZ1 ||L2(O,1) - HUTHLQ(OJ)) +

L2(0,1) H1(0,1)

where|| - [|,(0,1) is theLa-norm on the interval0, 1), and| - [g1(0,1) is the seminorm of the Sobolev
spacet!(0,1).

Hence deduce that the method is unconditionally stabledr.thnorm in the sense that, for andyz,
independent of the choice 6f

[ a1y < lublliary, 1< m< M.

[9 marks]

(i) Show that, for eachn, 0 < m < M — 1, “ZHH can be obtained from;" by solving a system of
linear algebraic equations with a symmetric matdxvhose entries you should define in terms of the
standard piecewise linear basis functignsi = 0,..., N. [7 marks]
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Numerical Linear Algebra

Question 5

(a) Arnoldi’'s method generates a set of orthonormal vedtorsvs, . . . , v, } which are the columns of the
matrix V, satisfying R
AVk; - Vk+1Hk.

What is the structure of the matriﬁ'k’? For what space dodg;, ve, ..., v} form a basis? What
iterative method for a linear systeAr: = b is based on use of Arnoldi’'s method and computes iterates
xy, for which ||rg||2 is minimal wherer, = b — Ax,? Give a brief outline of the algorithm for this
iterative method. [2+3+2+6 marks]

(b) If the matrix A happens to be symmetric, in what way does the Arnoldi methoglgy?  [4 marks]

(c) Compute the first two iterates; , z- for the linear system

1 01 1
01 0|lz=1|0
1 0 2 0

whenzy = 0. [8 marks]

Question 6
LetIL,,, denote the set of real polynomials of degreer less.

(8) Given a square matrid € IR™*™ and a non-zero vectar € IR"™, how do they define a family of
Krylov subspace«; for k = 1,2,...? If {z;, € R",k = 0,1,2,...} is a sequence of vectors for
whichr; =b— Az;,5 =0,1,2,... for a given vectob € IR" and which satisfy

T €$0+’Ck(A7T0)7 k:1727"'7 (T)
show thatr;, = pi(A)r for somepy, € I with px(0) = 1. [4+6 marks]

(b) Assume now tha#l is symmetric and positive definite and that the iteratgst = 1,2, ... generated
by the Conjugate Gradient method for the linear system= b satisfy(t) and

|z —zplla < |z —ylla, y € o+ Ki(A ro),
where||r||% = rT Ar. Show that

T —xrlla < min max i r—x
o= zella < min  max |p(h)] - wolla

where{); } are the eigenvalues ef. Indicate why the Conjugate Gradient method will be a paldidy
effective method for the solution of the linear systemalikas few distinct eigenvalues.  [8+2 marks]

(c) Explain the idea of preconditioning in connection witte tConjugate Gradient solution of a linear
system of equations, clearly outlining what are desirabédures of a good preconditioner. [5 marks]
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