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Fig. 11.  (A) Photograph of Canadian ship Vector traversing packet of solitons in Knight Inlet, B.C. (B) Current
vectors and acoustic profile during height of tidal flow.  Ship direction is with current.  Solitons appear to have been
generated before release of downstream pycnocline depression.  [Farmer and Armi, 1999.]

4.3 h, which time sees the onset of the undulatory bore.  Approximately five oscillations have
evolved by this point; other data to be presented ahead show that up to 30 solitons can develop to
the east of Gibraltar over some 50 h.  A several-hour depression of the thermocline with an
amplitude of approximately one-half that of the lead soliton exists to the rear of the packet.  Over
the remainder of the tidal period, the system recovers to quasi-equilibrium or perhaps more
accurately, to a quiescent state of internal displacements.  The entire 12-1/2 h cycle constitutes
the internal baroclinic tide in the region.
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Bogoliubov-Čerenkov Radiation in a Bose-Einstein Condensate Flowing against an Obstacle
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We study the density modulation that appears in a Bose-Einstein condensate flowing with supersonic
velocity against an obstacle. The experimental density profiles observed at JILA are reproduced by a
numerical integration of the Gross-Pitaevskii equation and then interpreted in terms of C̆erenkov emission
of Bogoliubov excitations by the defect. The phonon and the single-particle regions of the Bogoliubov
spectrum are, respectively, responsible for a conical wave front and a fan-shaped series of precursors.
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The C̆erenkov effect was first discovered in the electro-
magnetic radiation emitted by charged particles traveling
through a dielectric medium at a speed larger than the
medium’s phase velocity [1]. A charge moving at the speed
v is in fact able to resonantly excite those modes of the
electromagnetic field which satisfy the kinematic
C̆erenkov resonance condition !em!k" # v $ k: part of
the kinetic energy of the particle is then emitted as
C̆erenkov radiation, with a peculiar frequency and angular
spectrum [2]. Electromagnetic waves in a nondispersive
medium of refractive index n have a linear dispersion law
relation !em!k" # ck=n: the C̆erenkov condition is then
satisfied on a conical surface in k space of aperture cos! #
c=!nv", which corresponds to a conical wave front of
aperture " # #=2%! behind the particle. Thanks to the
interplay of interference and propagation, much richer
features appear in the spatial and k-space pattern of
C̆erenkov radiation in dispersive media [3,4] and photonic
crystals [5].

The concept of C̆erenkov radiation can be generalized to
any system where a source is uniformly moving through a
homogeneous medium at a speed larger than the phase
velocity of some elementary excitation to which the source
couples. Many systems have been investigated in this
perspective, ranging from electromagnetic waves emitted
by the localized nonlinear polarization induced by a strong
light pulse traveling in a nonlinear medium [6,7], to the
sonic waves generated by an airplane moving at supersonic
velocities, to phonons in a polaritonic superfluid [8], and in
a broader sense, to the surface waves emitted by a boat
moving on the quiet surface of a lake [9]. In this Letter we
compare our theoretical results of the density perturbation
induced in a Bose-Einstein condensate (BEC) which flows
against a localized obstacle at rest with the experimental
images taken by the JILA group [10]. Modulo a Galilean
transformation, the physics of a moving source in a sta-
tionary medium is in fact equivalent to the one of a uni-
formly moving medium interacting with a stationary
defect. The experiment has been performed by letting a
BEC expand at hypersonic speed against the localized

optical potential of a far-detuned laser beam. The observed
density profiles are successfully reproduced by numeri-
cally solving the time-dependent Gross-Pitaevskii equation
and physically interpreted by a simple model of C̆erenkov
emission of Bogoliubov excitations by a weak defect.

The experiment.—The experimental results analyzed in
this Letter have been obtained by the JILA group [10] with
a gas of N # 3& 106 Bose-Einstein condensed 87Rb
atoms confined in a cylindrically symmetric harmonic
trap of frequencies f!r;!zg # 2#f8:3; 5:3g Hz. The BEC
is slightly cigar shaped, with the long axis pointing in the
direction of gravity (z axis), and a Thomas-Fermi radius in
the x-y plane of 31:6 $m. At t # 0, the sign of the con-
fining potential in the xy plane is inverted, so that the BEC
undergoes an antitrapped expansion in the xy plane. At the
same time, the confinement along z is switched off and
replaced by a linear magnetic field gradient to cancel the
effect of gravity. The obstacle consists of the repulsive
potential of a blue-detuned dipole beam with a round
Gaussian profile. The beam is directed in the z direction
and placed in the vicinity of the trapped condensate, and
remains in this position during the experiment. Images of
the BEC density profile after different expansion times texp

are then taken by means of destructive absorption imaging.
Two examples are shown in Fig. 1. The field of view is
centered in the region around the defect in order to observe

 

FIG. 1 (color online). Experimental [10] density profiles (in-
tegrated along z) of a BEC hitting an obstacle at supersonic
velocities v=cs # 13 (a) and 24 (b). The angles of the conical
wave fronts are sin!"" # 0:73 and sin!"" # 0:43, respectively.
The condensate flow is from the right to the left.
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where smooth, solutions to the dissipative regularization of
the Euler equations, it is necessary to maintain the form of
the conservation laws as derived directly from the original
integral formulation !1.4". It is well known that weak solu-
tions to different forms of the same conservation law can be
quite different. One must also be careful when dealing with
the vacuum state !=0 as in classical gas dynamics. The mo-
mentum equation !1.5" takes both of these issues into ac-
count.

II. EXPERIMENT

In order to investigate the fundamental nature of shock
waves in a quantum fluid, we have performed new experi-
ments that involve blast pulses in BECs. In contrast to the
experiments described in Ref. #3$, the experiments analyzed
in this work are all done with nonrotating condensates. We
have succeeded in directly imaging dispersive shock waves
in these systems, and the particular geometry of these experi-
ments makes them amenable to the theoretical analysis pre-
sented in this paper.

Condensates consisting of approximately 3.5 million Rb
atoms were prepared in an axisymmetric trap with trapping
frequencies of !"! ,"z"=2#!8.3,5.3" Hz; "! is the radial
frequency and "z is the axial frequency. After the condensate
was formed, a short, tightly focused laser beam was pulsed
along the z axis through the center of the BEC. For the two
types of experiments considered, the waist of the laser beam
was either 13.5 or 20 $m whereas the diameter of the BEC
was approximately 65 $m. The wavelength of the laser was
660 nm, which is far blue-detuned from the Rb transitions.
The pulse rapidly pushes atoms from the center of the BEC
radially outward, leading to the formation of a density ring.
Before imaging, an antitrapping technique was used to en-
large the features of the blast wave. In brief, a rapid expan-
sion of the BEC is created by changing the internal state of
the atoms such that they are radially expelled by the strong
magnetic fields forming the trap. Details about the anti-
trapped expansion are described in Ref. #14$. While the an-
titrapped expansion changes the scale of the features in-
volved, it does not alter the qualitative appearance of the
shock phenomena. This is confirmed by our numerical simu-
lations.

A sequence of five images taken at the end of experimen-
tal runs with different laser-pulse intensities is shown in Figs.
1!a"–1!e". For this sequence, a 5-ms-long pulse was sent
through the BEC center directly before the start of a
50-ms-long antitrapped expansion. The laser waist was
13.5 $m. In comparison, the diameter of the BEC in the
radial direction was about five times this size: approximately
65 $m. The laser power is given in the images. All images
were taken at the end of the antitrapped expansion along the
z axis, which is also the direction of the blast-pulse. For
weak blast pulse intensities #Figs. 1!a" and 1!b"$, essentially
one broad ring of high density is seen, which is due to the
fact that the laser pulse has pushed atoms radially outwards.
When the blast-pulse intensity is increased, a system of
many concentric rings appears #Figs. 1!c"–1!e"$.

The outcome of another experiment is shown in Fig. 1!f".
By pulsing the blast laser during !instead of before" the an-

titrapped expansion, we can image a situation where the
compressional ring has not run through the condensate yet.
For this image, a 5-ms-long pulse with a power of 1.9 mW
and a beam waist of 20 $m was used, starting 9.2 ms after
the beginning of a 55-ms-long antitrapped expansion. In this
case, an oscillatory wave structure is seen on the outside of
the compressional ring. The analytical discussion together
with the numerical studies presented in this paper reveal that
for both experiments the oscillatory wave structure is a direct
consequence of dispersive shock waves which are fundamen-
tally different from classical shock waves.

Finally, we note that the peculiar wedge-shaped appear-
ance of the central BEC region in Figs. 1!c"–1!e" is due to a
slight, experimentally unavoidable deviation of the laser
beam shape from cylindrical symmetry. This asymmetry also
leads to the slightly elliptical appearance of the whole BEC
in these images.

By using rotating instead of static condensates, we can
also observe an intriguing alteration of the blast-wave pat-
tern. Blast-wave images in slowly rotating BECs are shown
in Fig. 2. Upon slow rotation, dark, radially directed spokes
appear in the condensate, cutting through the ring-shaped
pattern familiar from the nonrotating case. The number of
these spokes increases with increasing rotation rate; so it is

FIG. 1. Absorption images of blast-pulse experiments with a
BEC. #!a"–!e"$ Pulse applied before expansion. !f" Pulse applied
during expansion.
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FIG. 1. GOES-8 satellite image of an undular bore over south coastal Texas, 1545 UTC 14 March 1997.

FIG. 2. Skew T analysis from Corpus Christi (CRP) 1200 UTC 14 March 1997.

[Clarke 1997]

excess, and is finally amplified bymeans of an Erbium-doped
fiber amplifier. This signal is launched in a dispersion
compensating fiber (i.e., a fiberwith large positive dispersion),
with parameters as in the caption of Fig. 1, and analyzed in the
time domainwith an optical sampling oscilloscopewith 1.6 ps
resolution. A typical shape of the steplike signal that we
obtained is shown in Fig. 2(a). Two elevating steps in power
from zero to PL and from PL to PR, can be adjusted
independently, and are followed by a descending step (trailing
edge) back to zero. The advantage of using this specific signal
shape is that, in the same experimental run, we can compare
(i) the DSW-RW dynamics developing around the jump from
PL to PR, with (ii) the dry-bed dynamics developing over the
descending step. Importantly, the duration of each of the
constant power states PL, PR was adjusted to be long, up to
∼1 ns, so that the DSW-RW pair can develop without feeling
the interaction with the first step and the trailing edge of the
waveform. Clearly, as can be seen in Fig. 2(a), the main step
(PL toPR) is not instantaneous. However, the short rising time
allows us to clearly observe the dam-break phenomenon, as
we will see below. Another challenging issue faced in the
experiment is the loss compensation. Indeed, the DSW-RW
dynamics is very sensitive to losses and even weak losses of
optical fibers (0.5 dB=km) are strongly detrimental. For
instance, the plateau that connects the RW and the DSW
would be completely distorted, not allowing for a quantitative
comparison with theory (see Figs. S2 and S3 in Ref. [32]).
Inspired from transparent telecom networks, we counterbal-
anced linear losses bymeans of Raman amplification [36,37].
To this end, a counterpropagating beam was injected in the
fiber at λ ¼ 1482 nm. In this way, we achieve significant
(close to peak) Raman gain with weak relative noise intensity
transfer [36,37].
Figure 2(b) shows the output temporal trace obtained for

the input steplike signal with PR ¼ 0.6 W, PL ≃ 100 mW

(r≃ 0.16). As can be seen, the input optical dam at T ¼ 0
breaks into a DSW-RW pair. The DSW is characterized by
fast oscillations with ∼40 ps average period [the period
scales proportionally to

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k00=ðγPiÞ

p
]. The RW smoothly

connects the plateau with power Pi ≃ 0.3 W (in agreement
with the theoretical prediction Pi ¼ PRρi ¼ 0.297 W) to
the peak level PR. Conversely, over the trailing edge, no
shock occurs and a smooth RW dropping to zero is
observed, consistently with the case of dry-bed dam break.
Overall, the data show an excellent agreement with the
numerical simulations reported in Fig. 2(d) based on
the NLSE (1). We emphasize that the occurrence of the
DSW-RW pair is related to the nonzero background and not
to the character (ascending vs descending) of the step.
Indeed the DSW-RW pair is observed on the trailing edge
for a mirror-symmetric input.
We have then proceeded to investigate in detail the

breaking dynamics of the steplike input into the DSW-RW
pair for different heights of the optical dam. The results
shown in Fig. 3, are obtained for a fixed peak power
PR ¼ 0.8 W (slightly larger than that of Fig. 2), and a
variable background PL, i.e., a variable ratio r. For a
quantitative comparison with Whitham modulation theory
we also report, as vertical dashed lines superimposed on the
measured data, the delays Tj¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
k00γPR

p
τjL, j¼1, 2, 3, 4

corresponding to the edges of the RWs in Eq. (4) and the
DSW in Eq. (5), respectively. We remark that (i) the
experimental traces (left column) show a very good agree-
ment with both simulations based on the NLSE (right
column), and the predicted delays Tj from modulation
theory, (ii) the duration of the plateau connecting the DSW

FIG. 2. Temporal traces of the whole waveform: (a),(b) experi-
ment; (c),(d) numerics. The left column (a),(c) shows the input;
The right column (b),(d) is the output power profile after
propagation along the 15 km long fiber. The vertical dashed
lines give the predicted delays of the edges of the RW [gray and
orange lines, from Eqs. (4)] and the DSW [magenta and green
lines, from Eqs. (5)], respectively.

FIG. 3. Temporal traces at the fiber output for constant peak
power of the photonic dam PR ¼ 0.8W and different background
fractions r: (a1,a2) 0.15; (b1,b2) 0.11; (c1,c2) 0.03; (d1,d2) 0.01.
Left column: experimental results. Right column: numerical
simulation based on the NLSE.

PRL 118, 254101 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending
23 JUNE 2017

254101-3

excess, and is finally amplified bymeans of an Erbium-doped
fiber amplifier. This signal is launched in a dispersion
compensating fiber (i.e., a fiberwith large positive dispersion),
with parameters as in the caption of Fig. 1, and analyzed in the
time domainwith an optical sampling oscilloscopewith 1.6 ps
resolution. A typical shape of the steplike signal that we
obtained is shown in Fig. 2(a). Two elevating steps in power
from zero to PL and from PL to PR, can be adjusted
independently, and are followed by a descending step (trailing
edge) back to zero. The advantage of using this specific signal
shape is that, in the same experimental run, we can compare
(i) the DSW-RW dynamics developing around the jump from
PL to PR, with (ii) the dry-bed dynamics developing over the
descending step. Importantly, the duration of each of the
constant power states PL, PR was adjusted to be long, up to
∼1 ns, so that the DSW-RW pair can develop without feeling
the interaction with the first step and the trailing edge of the
waveform. Clearly, as can be seen in Fig. 2(a), the main step
(PL toPR) is not instantaneous. However, the short rising time
allows us to clearly observe the dam-break phenomenon, as
we will see below. Another challenging issue faced in the
experiment is the loss compensation. Indeed, the DSW-RW
dynamics is very sensitive to losses and even weak losses of
optical fibers (0.5 dB=km) are strongly detrimental. For
instance, the plateau that connects the RW and the DSW
would be completely distorted, not allowing for a quantitative
comparison with theory (see Figs. S2 and S3 in Ref. [32]).
Inspired from transparent telecom networks, we counterbal-
anced linear losses bymeans of Raman amplification [36,37].
To this end, a counterpropagating beam was injected in the
fiber at λ ¼ 1482 nm. In this way, we achieve significant
(close to peak) Raman gain with weak relative noise intensity
transfer [36,37].
Figure 2(b) shows the output temporal trace obtained for

the input steplike signal with PR ¼ 0.6 W, PL ≃ 100 mW

(r≃ 0.16). As can be seen, the input optical dam at T ¼ 0
breaks into a DSW-RW pair. The DSW is characterized by
fast oscillations with ∼40 ps average period [the period
scales proportionally to

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k00=ðγPiÞ

p
]. The RW smoothly

connects the plateau with power Pi ≃ 0.3 W (in agreement
with the theoretical prediction Pi ¼ PRρi ¼ 0.297 W) to
the peak level PR. Conversely, over the trailing edge, no
shock occurs and a smooth RW dropping to zero is
observed, consistently with the case of dry-bed dam break.
Overall, the data show an excellent agreement with the
numerical simulations reported in Fig. 2(d) based on
the NLSE (1). We emphasize that the occurrence of the
DSW-RW pair is related to the nonzero background and not
to the character (ascending vs descending) of the step.
Indeed the DSW-RW pair is observed on the trailing edge
for a mirror-symmetric input.
We have then proceeded to investigate in detail the

breaking dynamics of the steplike input into the DSW-RW
pair for different heights of the optical dam. The results
shown in Fig. 3, are obtained for a fixed peak power
PR ¼ 0.8 W (slightly larger than that of Fig. 2), and a
variable background PL, i.e., a variable ratio r. For a
quantitative comparison with Whitham modulation theory
we also report, as vertical dashed lines superimposed on the
measured data, the delays Tj¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
k00γPR

p
τjL, j¼1, 2, 3, 4

corresponding to the edges of the RWs in Eq. (4) and the
DSW in Eq. (5), respectively. We remark that (i) the
experimental traces (left column) show a very good agree-
ment with both simulations based on the NLSE (right
column), and the predicted delays Tj from modulation
theory, (ii) the duration of the plateau connecting the DSW

FIG. 2. Temporal traces of the whole waveform: (a),(b) experi-
ment; (c),(d) numerics. The left column (a),(c) shows the input;
The right column (b),(d) is the output power profile after
propagation along the 15 km long fiber. The vertical dashed
lines give the predicted delays of the edges of the RW [gray and
orange lines, from Eqs. (4)] and the DSW [magenta and green
lines, from Eqs. (5)], respectively.

FIG. 3. Temporal traces at the fiber output for constant peak
power of the photonic dam PR ¼ 0.8W and different background
fractions r: (a1,a2) 0.15; (b1,b2) 0.11; (c1,c2) 0.03; (d1,d2) 0.01.
Left column: experimental results. Right column: numerical
simulation based on the NLSE.

PRL 118, 254101 (2017) P HY S I CA L R EV I EW LE T T ER S
week ending
23 JUNE 2017

254101-3

amplitude and are only visible for collisions of very
large solitons. Figure 1(b) shows the head-on collision
and Fig. 1(c) the overtaking collision for small amplitude
solitons together with the two-soliton solutions of the KB
equations [Eq. (1)]. The only free parameters are the
amplitudes of the solitons that are obtained by extracting
the amplitude of each soliton when they are widely
separated (before and after the collision) and extrapolated
to the collision point by compensating the dissipation.
The two-soliton theoretical solution matches nicely both
experiments. Again, the observed short-term dynamics is
well reproduced by the integrable model.
In order to obtain a bidirectional soliton gas, a large

number of solitons must be injected in the wave flume. We
face a technical difficulty when trying to inject individual
solitons: the piston must recede slowly so as to not induce
undesired waves and then move forward quickly to gen-
erate the soliton. The receding phase is so long that only
a few solitons can be introduced in the entire flume by this
procedure. We circumvent this issue by continuously
forcing a sinusoidal wave at the wave maker. As observed
experimentally in Refs. [38,39] and numerically in
Refs. [40,41], a sine wave in shallow water spontaneously
steepens and decomposes, after a certain propagation
distance, into a train of solitons of various amplitudes.
Our generation setup is similar to Refs. [42,43] but with a
longer flume to ensure soliton fission. These solitons then
interact with solitons emitted earlier that survive until
dissipated by viscosity. The number of solitons depends
proportionally on the Ursell number U ¼ ð3Aλ2=16π2h3Þ
that measures the dispersive effects over the nonlinear ones
(A is taken as twice the standard deviation of η and λ is the
wavelength); see Refs. [28,39] for details. In this way, we
can inject a large number of solitons in the flume and their
amplitude and density can be tuned by changing the
amplitude and frequency of the sinusoidal forcing.
An example of wave elevation of the obtained soliton gas

can be seen in Fig. 2(a) in a space-time representation. The
density of solitons is large enough so that solitons often
interact. One can clearly see solitons that propagated in
both directions as bright straight ridges, either increasing
or decreasing in the ðx; tÞ space. The lines are not parallel
due to the distribution of amplitudes of the solitons and
because larger solitons propagate faster than smaller ones.
The dashed line shows a line of slope equal to the shallow
water linear long wave phase velocity c0 ¼

ffiffiffiffiffiffiffiffi
ghR

p
[where

hR is the reference level for solitons, slightly below h; see,
e.g., Refs. [27,44] and Fig. 2(c)]. The nearby soliton clearly
propagates faster than a linear long wave. The head-on
collisions are visible by the fact that the amplitude is
maximum at each crossing of two counterpropagating
solitons [as in Fig. 1(b)]. Note that, although the solitons
are injected periodically, there is no obvious sign of such
periodicity in the plots. The large number of interactions
among solitons seems to randomize the gas.

Waves propagating towards positive x can be separated
from those propagating towards negative x by computing
the time-space Fourier transform η̃ðk;ωÞ of the measured
wave field ηðx; tÞ. Waves with k > 0 and ω > 0 (or k < 0
and ω < 0 as the field is real) propagate towards negative x
and waves with k > 0 and ω < 0 to positive x. Figure 2(b)
shows the time-space representation of the waves traveling
with increasing x. Indeed, only the solitons going to the
right are retained. An example of overtaking interaction
of a large soliton and a smaller one is highlighted in
Fig. 2(c), which strongly resembles the isolated collision
shown in Fig. 1(c). The observation of such events supports
the fact that our wave field is indeed dominated by solitons.
Away to investigate all possible excitations in the system

is to compute the space-time Fourier spectrum Eðk;ωÞ of
the wave elevation. Here the Fourier transform is taken over
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FIG. 2. (a) Space-time representation of the soliton gas. The
horizontal scale is the same for all panels. Solitons traveling in
both directions are visible. Many head-on collisions can be seen.
The dashed line is the long wave phase velocity c0 ¼

ffiffiffiffiffiffiffiffi
ghR

p
, with

hR the reference level of soliton propagation. (b) Part of the signal
propagating away from the wave maker (to the right) obtained by
the Hilbert transform. (c) Extraction of the surface elevation
profile corresponding to the dashed line in (b) at t ¼ 11.5 s.
Magenta, fit of a single soliton solution to an isolated pulse. The
horizontal dotted line is the corresponding reference level hR.
Red, the surface elevation at t ¼ 10.3 s corresponding to dashed
line in (b). Green, surface elevation at t ¼ 13.5 s corresponding
to the short dashed line in (b). These two curves correspond to
pre- and postcollision states of a collision that occurs at t ¼
11.5 s and x ¼ 19 m. They illustrate an example of overtaking
soliton interaction in the soliton gas.
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c.c. rectangle in the lower half plane) and the DOS
uðλÞ ¼ u0 being nearly constant within the rectangle, see
Fig. 2(c). In other words, we generate a (approximately)
homogeneous SG.
Figure 2(a) shows that the generated SG has the form of

a random wave field spreading over ΔT ¼ 1200 s which
corresponds to a range Δx ¼ 396 in the dimensionless

variables of Eq. (2). Clearly the generated SG does not
represent a diluted SG composed of isolated and weakly
interacting solitons but rather a dense SG which cannot
be represented as superposition of individual solitons.
Figure 2(b) shows that the propagation of the generated
SG is not accompanied by any significant broadening of
Fourier power spectrum.

FIG. 3. Statistical analysis of discrete IST spectra of the gas of 128 solitons showing the slow evolution of the DOS uðλÞ (the
probability density function of the discrete IST eigenvalues in the complex plane) as a function of propagation distance in the water tank:
(a),(e) z1 ¼ 6; (b),(f) z3 ¼ 18; (c), (g) z10 ¼ 60; (d), (h) z20 ¼ 120 m. The upper row (a)–(d) represents the DOS measured in the
experiment while the lower row represents the DOS computed in numerical simulation of Euler’s equations; see Supplemental Material
for details [53].

FIG. 2. Gas of N ¼ 128 solitons propagating in the 1D water tank. (a) Water elevation (red line) and modulus of the wave envelope
measured at Z1 ¼ 6 m, close to the wave maker. (b) Fourier power spectra of wave elevation at Z1 ¼ 6 (blue line) and at Z20 ¼ 120 m
(red line). (c) Discrete IST spectrum measured at Z1 ¼ 6 m. (d) Discrete IST spectrum measured at Z20 ¼ 120 m. (e) Space-time
evolution of modulus of the wave envelope recorded by the 20 gauges regularly spaced along the tank. Physical parameters
characterizing the experiment are f0 ¼ 1.15 Hz, k0 ¼ 5.32 m−1, α ¼ 0.936, LNL ¼ 45 m (hjA0ðTÞj2i ¼ 1.58 × 10−4 m2).
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aðx; 0Þ ¼
ffiffiffiffiffi
I0

p
þ

ffiffiffiffiffi
I1

p
exp

"
−

x2

w2
x;1

#
: ð3Þ

In order to evaluate the accuracy of the mapping to the 1D
model of Eq. (2), we compare in the upper panel of Fig. 2(b)
the corresponding value of jaðx; LÞj2 expð2L=ΛabsÞ=I0 − 1

with the experimental Ĩoutðx; 0Þ and with the result of
2D simulations. The excellent agreement is confirmed in
Fig. 2(c) for the whole range of beam powers Ptot.
The mapping to a 1D problem enables us to compare our

measurements with recent analytical predictions. In par-
ticular, if one neglects the linear absorption within the cell,
for the initial intensity profile (3), wave breaking occurs at a
propagation distance [45]

zWB ¼ 4

ffiffiffiffiffiffiffiffiffi
n0I%

n2

s
ð1þ I%=IsatÞ2

3þ I%=Isat
·

1

max j dIðx;0Þdx j
; ð4Þ

where Iðx; 0Þ ¼ jaðx; 0Þj2 is the entrance intensity and I% is
the value Iðx%; 0Þ at point x%, where jdIðx; 0Þ=dxj reaches
its maximum. For low entrance power, no DSW is observed

because zWB is larger than the cell length. Wave breaking
first occurs within the cell for a total power PWB such that
zWB ¼ L. For our experimental parameters we obtain
PWB ¼ 48 mW. Numerical tests show that taking absorp-
tion into account does not modify notably this value.
For a total power larger than PWB, the DSW is formed

and develops within the cell. The physical phenomenon at
the origin of the DSW is the following: large intensity
perturbations propagate faster than small ones, so there
exist values of x reached at the same “time” by different
intensities. When this occurs first, the density gradient is
infinite. This corresponds to the onset of a cusp catastrophe
[54,62], the nonlinear diffractive dressing of which is a
dispersive shock wave. This takes the form of a modulated
oscillating pattern consisting asymptotically (i.e., at large z,
or equivalently large Ptot) in a train of solitons which, away
from the center of the beam, gradually evolves into a linear
perturbation. The position of its “solitonic edge” on the
y ¼ 0 axis at the cell output (z ¼ L) is denoted as xs. It is
located in Figs. 2(c) by a vertical red bar whose thickness
represents the uncertainty on the estimation of xs from
the experimental Ĩoutðx; 0Þ. This uncertainty limits the

(a) (b)

(c)

FIG. 2. (a) Left: experimental profile Ĩout taken for Ptot ¼ 680 mW. Right: Two-dimensional numerical simulations at the same total
entrance power. (b) x and y profiles along the cuts represented by the two white lines on the two-dimensional profiles (a). The solid blue
line represents the experimental data, the dashed green line the two-dimensional numerical simulation. On the x profile, the orange line
is a one-dimensional numerical simulation, from Eqs. (2) and (3). (c) Ĩoutðx; 0Þ for various total beam powers. The color code is the same
as in (b). The vertical pink and gray bars on the right part of each intensity profile indicate the positions of the solitonic edge of the DSW
and of the first maxima of oscillations within the DSW. The thickness of each bar represents the experimental uncertainty.
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predicted miscibility of the two components and is dem-
onstrated in Figs. 1(a)–1(c). The upper cloud of each image
throughout this work shows the atoms in the j2; 2i state at a
time 7 ms after a sudden turn-off of the optical trap (and,
where applicable, of any applied magnetic gradients),
while the lower cloud, taken during the same experimental
run, shows the atoms in the j1; 1i state after 8 ms of
expansion [9]. During their in-trap evolution, these clouds
are overlapped in the vertical direction. The dominant
effect of the time evolution in Figs. 1(a)–1(c) is a slow
decay of the atom number over time. For single-component
BECs, we have measured an exponential BEC lifetime of
over 50 sec for the j1; 1i state and 14 sec for the j2; 2i state
in our dipole trap. Motion induced by changes of mean-
field pressure during the decay may be responsible for a
small scale roughness of both components which becomes
visible after several seconds [Fig. 1(c)].

The situation changes when a small magnetic gradient is
applied along the long axis of the trap. Because of Zeeman
shifts, the gradient leads to a force in opposite directions

for each component, or equivalently to a differential shift
between the harmonic potentials along the long axis of the
trap. This causes the two components to accelerate in
opposite directions and induces counterflow. In all images
where a magnetic gradient is applied, the gradient is
chosen such that the j2; 2i state is pulled to the right and
the j1; 1i to the left. An example is shown in Fig. 1(d)
where a gradient leading to a calculated differential trap
shift of 60 !m was applied for 9 sec, leading to nearly
complete demixing of the two components.
In the following we investigate the dynamics induced by

small gradients and show how they can be exploited to
create dark-bright soliton trains. In Fig. 2 an initially over-
lapped mixture of 30% of the atoms in the j2; 2i state and
70% in the j1; 1i state is used. A small magnetic gradient in
the axial direction is linearly ramped on over a time scale
of 1 sec, leading to a calculated trap separation for the two
species of only about three microns. After the end of this
ramp, the gradient is held constant. In the subsequent
evolution, individual stripes break off from the left edge
of the j2; 2i component, and perfectly aligned dark notches
appear in the j1; 1i component [Fig. 2(a)]. The predomi-
nantly uniform widths of the observed stripes and notches,
their long lifetime of several seconds in the absence of a
magnetic gradient, as well as their dynamics resembling
individual stable entities [see Fig. 4 and below] are strong
experimental indications that the observed features are
indeed dark-bright solitons. By reducing the initial number
of atoms in the component forming the bright soliton, we
have also been able to reliably produce one individual
dark-bright soliton and observe its oscillation in trap
[17], similar to the dynamics observed in [6].

(a) (b)

)d()c(

500 m

(a) (b)

)d()c(

500 m

FIG. 1. Time evolution of an initial perfectly overlapped
mixture without (a)–(c) and with (d) an applied axial
magnetic gradient. Images taken after (a) 100 ms, (b) 1 sec,
and (c)–(d) 9 sec of in-trap evolution.
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FIG. 2 (color). Formation of dark-bright soliton trains during superfluid-superfluid counterflow. A mixture with 70% of all atoms in the
j1; 1i state [lower cloud in (a) and (c); black line in (b),(d),(e)] and 30% in the j2; 2i state (upper cloud and red lines, respectively) is
created. An axial gradient is ramped on over 1 sec and held constant thereafter. (a) Experimental images of soliton train formation. Times
are measured from start of ramp. (b) Integrated cross sections of 3D numerical simulations, revealing a gradually steepening overlap
interface and subsequent soliton formation. (c) Integrated density plot of 3D numerics at 1751 ms. Field of view 627 !m! 17 !m.
(d) Zoomed-in view of soliton train in (b) at 1751 ms. The blue line shows the total density. (e) Phase behavior for region shown in (d).
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the sharp transition in viscous shocks. The fact that DSW
formation requires sufficient propagation length is because
nonlinearity requires certain propagation time to develop
[31,32]. Different from the black solitonlike oscillations in
Figs. 2–4, the oscillations in Fig. 5 do not show nearly zero
intensity at their centers. This is mainly because the propa-
gation distance for the data in Fig. 5 is much shorter than that
for the data in Figs. 2–4, while self-cavitation requires a
sufficient propagation distance, as demonstrated by the
simulations. Note that the inductive probe has a lower

sensitivity than the microstrip transducer and therefore yields
noisy signals when x ≥ 20 mm.
The experimental observations are reproduced by simu-

lations using the NLS equation with damping. Simulations
utilized the parameters associated with the experiments and a
fitted initial wave amplitude as the spin wave power cannot
be precisely determined. The simulation details are given in
the Supplemental Material [33], while the main results are
featured in Fig. 6. The signals in Fig. 6(a) demonstrate the
spatial development of the DSW, which is consistent with
that in Fig. 5. The rapid transition time (3 ns) for the initial
step results in a Gibbs-type phenomenon [34] with two
essentially linear wave packets at short distances (1.9 mm).
At 10.4 mm, nonlinearity enhances the lower wave packet
resulting in a DSW, while the amplitude of the upper wave
packet rarefies into a RW. Consequently, one can trace the
weak RW oscillations observed to the rapid step transition.
At the output transducer (20.8 mm), the DSW exhibits a
vacuum point, which at 101.1 mm has migrated into the
interior of the DSW. As shown in Fig. 6(a), the primary role
of the damping is to reduce the amplitude by about 20%
during the course of propagation. Although not shown in
Fig. 6, if a slower step is used, the RWoscillation amplitude
is diminished, and DSW development takes longer. This
suggests that the experimental observations occur in a
transient regime, prior to the long-time regime where the
solution to the step problem reaches a fully developed state
[14]. Then the DSW trailing edge has not yet reached its
long-time, solitonic character. The fact that the experiment
does not clearly show the predicted intermediate state, which
is expected to occur at an intensity of 2.9 in Fig. 2(b), results
from a relatively short evolution distance as well as higher-
order nonlinearity [35,36] and nonlinear damping [35,37,38]
that are neglected in the simulations. Figure 6(b) presents the
amplitude and phase results at x ¼ 20.8 mm, while Fig. 6(c)
presents the same data but over a narrower time scale. In
Fig. 6(b), the DSW is observed followed by an intermediate
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(e) P1= 3.09 mW, P2=74.2 mW

(c) P1= 0.14 mW, P2=3.47 mW (d)  P1= 1.29 mW, P2=30.9 mW

(a) P1= 0.0018 mW, P2=0.04 mW

FIG. 4. Dependence of DSW formation on P1 and P2. In each
diagram, the signal is shown in blue while the phase is shown in
red; the input power levels are indicated on the top. For all the
measurements, P2=P1 was kept constant at 24.
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FIG. 5. Spatial development of DSW. Each diagram shows the
spin wave signal measured by an inductive probe at a distance
of x away from the excitation transducer. The measurements were
conducted at P1 ¼ 0.14 mW and P2 ¼ 3.47 mW.
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FIG. 6. Simulation results. (a) Signals measured at different
positions. (b) Amplitude (blue, left axis) and phase (red, right
axis) profiles of the signal measured at x ¼ 20.8 mm. (c) The
same data as in (b) in a narrower time window.
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Dissipationless, Dispersive Fluid Dynamics

Mathematical models of BEC, optics, shallow water waves, 
internal waves in ocean and atmosphere, cold plasma, ….

higher order, 
dispersive operator

1st order system of 
conservation laws

real valued

dispersion relation

… an applied mathematician’s perspective:

ut +r · F(u)| {z } = r ·D[u]| {z }, u(x, t) 2 Rn

u = u0 +Aei(k·x�!t) + c.c., |A| ⌧ 1 ) ! = !(k,u0) 2 R

Dispersive regularization of conservation laws 



• Goal:  accurate description of dispersive hydrodynamics

• Mathematical approaches:


✦ PDE (functional) analysis

✦ Integrable systems

✦ Modulation theory


• Problems:

✦ Physical applications

✦ Randomness (soliton gas)

✦ Boundary value problems

✦ Non-convexity

✦ Multiple dimensions

Dispersive Hydrodynamics Program

Isaac Newton Institute, Cambridge, UK


July 4–December 16

Dispersive Hydrodynamics Programme



Ex: Viscous Core-Annular Flow

September 2013, Preliminary ExamNonlinear Dispersive Waves 5

Viscous Fluid Conduits
Physical setting:  
� WZR�YLVFRXV�ÀXLGV��
� LQQHU�ÀXLG�IRUPV�D[LV\PPHWULF�FRQGXLW�
 

([WHULRU�ÀXLG�
 V (e) - domain
 µ(e) - viscosity
 ρ(e) - density

,QWHULRU�ÀXLG�
 V (i) - domain
 µ(i) - viscosity
 ρ(i) - density

Key relations:
 ρ(i) < ρ(e)���EXR\DQW�ÀRZ
 

Re =
Tmomentum

Tinertial
⇡ 10�1 Pe =

Tmass

Tinertial
⇡ 105

CONTROLLING DISPERSIVE HYDRODYNAMIC …

FIG. 4. Leading edge slope γ (t ) in Eq. (18) extracted from the numerical simulation depicted in Fig. 3
and the inset. The time of breaking tb occurs at the inflection point γ̈ (tb) = 0 of the slope as a function of
time (middle circle). Inset: three profiles in space corresponding to the marked points in time. The predicted
breaking time is tb = 50.

FIG. 5. (a) Schematic of the experimental setup. (b) Schematic of the conduit near t = tb. Dispersion leads
to the emergence of a nonmonotonic profile near the time of breaking.
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Viscous Fluid Conduits
Physical setting:  
� WZR�YLVFRXV�ÀXLGV��
� LQQHU�ÀXLG�IRUPV�D[LV\PPHWULF�FRQGXLW�
 

([WHULRU�ÀXLG�
 V (e) - domain
 µ(e) - viscosity
 ρ(e) - density

,QWHULRU�ÀXLG�
 V (i) - domain
 µ(i) - viscosity
 ρ(i) - density

Key relations:
 ρ(i) < ρ(e)���EXR\DQW�ÀRZ
 

A(z, t)
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Multiscale Model Hierarchy

Microscopic continuum model:  
two-fluid Stokes equations

Physical requirements:  (1) Miscibility (2) Buoyancy (3) High viscosity contrast 
(4) Stokes regime (5) Weak mass diffusion

Mesoscopic long wave interfacial 
model:  conduit equation

At + (A2)z �
�
A2(A�1At)z

�
z
= 0

Ph.D. Defense, April 2014Nonlinear Dispersive Conduit Waves 8

Modeling Approach - Multiple Scales

 - “Exact” microscale mathematical description:
�� �����7ZR�ÀXLG��LQFRPSUHVVLEOH��1DYLHU�6WRNHV
    -  Velocity continuity, stress matching and kinematic 
  condition along free interface

 - Mesoscale description: wave scale
    -  How do long wavelength perturbations propagate?

 - Macroscale description: modulation scale
   -  How does a wave train evolve?

 - True physical scale: experiments

.H\�3K\VLFDO�5HTXLUHPHQWV�
����0LVFLELOLW\������%XR\DQF\������+LJK�YLVFRVLW\�FRQWUDVW������6WRNHV�ÀRZ

Macroscopic modulated nonlinear 
wavetrains:  Whitham equations
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Modeling Approach - Multiple Scales

 - “Exact” microscale mathematical description:
�� �����7ZR�ÀXLG��LQFRPSUHVVLEOH��1DYLHU�6WRNHV
    -  Velocity continuity, stress matching and kinematic 
  condition along free interface

 - Mesoscale description: wave scale
    -  How do long wavelength perturbations propagate?

 - Macroscale description: modulation scale
   -  How does a wave train evolve?

 - True physical scale: experiments

.H\�3K\VLFDO�5HTXLUHPHQWV�
����0LVFLELOLW\������%XR\DQF\������+LJK�YLVFRVLW\�FRQWUDVW������6WRNHV�ÀRZ

(A)t +
⇣
A2 � 2k!A2

✓

⌘

z
= 0

⇣
A�1 + k2A�2A2

✓

⌘

t
�

�
2lnA

�
z
= 0

kt + !z = 0

r · u = 0

rp = µ�u

Megascopic soliton gas:  kinetic equation



Conduit Equation
At + (A2)z

= (A2 (A−1At /A2)z)z

• :  conduit cross-sectional area

• Long wave approximation of Stokes equations w/ no amplitude 

restriction:  scalar analog of Serre-Green-Naghdi, Choi-Camassa, …

• Nonlocal, nonlinear dispersion:  generalizes BBM equation

• Well-studied model, e.g.,

•Asymptotic solitary wave stability [Simpson, Weinstein SIMA 2008]

•Stability of periodic traveling waves [Maiden, Hoefer Proc Roy Soc A 
2016; Johnson, Perkins SIMA 2020]

•Generalizes to models of magma [Scott, Stevenson 1984] and 
channelized glacier water flow [Stubblefield, Spiegelman, Creyts 2020]

A(x, t)



Conduit experiment

→→ A
z

Initial, boundary value 
problem: 

 

Flow rate 

A(0,t) = {A(0,t + T ), t > 0
1, t ≤ 0

Q(t) = Q0A(0,t)2

computer controlled 
flow pump

interior fluid 
supply

drain

camera 1

camera 2

glycerin

nozzle

‣ Accessible lab model 

‣ Inject lighter, viscous fluid into 
column of more viscous fluid 

‣ Variable flow rate generates 
interfacial waves (wavemaker)

Nondimensionalization: 

Vertical length scale: 

  

Speed scale:  

 

Vertical long time scale:  

L = R0

8ϵ
∼ 0.2 − 0.3 [cm]

U = gR2
0Δ

8μ(i) ∼ 0.3 − 0.5 [cm/s]

T = 8
ϵ

μ(i)

gR0Δ
∼ 0.4 − 1.0 [s]



Example Dynamics/Solutions
solitary waves


(solitons)

periodic traveling

waves

dispersive shock

waves

breathers

soliton gas



Conduit Solitary Waves
Lowman, Hoefer, El, J Fluid Mech 2014



Two Solitons in a Viscous Fluid Conduit

Phase shift



KdV 2-Soliton Lax Categories
COMMUNICATIONS ON PURE AND APPLIED MATHEMATICS, VOL. XXI, 467-490 ( 1968) 

Integrals of Nonlinear Equations of 
Evolution and Solitary Waves* 

PETER D. LAX 

Abstract 

In  Section 1 we present a general principle for associating nonlinear equations 
of evolutions with linear operators so that the eigenvalues of the linear operator 
are integrals of the nonlinear equation. A striking instance of such a procedure is 
the discovery by Gardner, Miura and Kruskal that the eigenvalues of the Schrod- 
inger operator are integrals of the Korteweg-de Vries equation. 

In  Section 2 we prove the simplest case of a conjecture of Kruskal and Zabusky 
concerning the existence of double wave solutions of the Korteweg-de Vries 
equation, i.e., of solutions which for It( large behave as the superposition of two 
solitary waves travelling at  different speeds. The main tool used is the first of a 
remarkable series of integrals discovered by Kruskal and Zabusky. 

91. In this paper we study the equation 

(1.1) U t  + uu, + Uxxx = 0 

introduced by Korteweg and de Vries in their approximate theory of water waves, 
[3]; we shall refer to it as the KdV equation. Subsequently the KdV equation 
was found to be relevant for the description of hydromagnetic waves, [2], and in 
the description of acoustic waves in an anharmonic crystal, 181. Equation (1.1) is a 
special instance of a nonlinear evolution equation of the form 

(1.2) Ut = K(u)  . 
We shall study C" solutions of (1.1) defined for all x in ( -  co, co), which 

tend to zero as x 4 fa, together with all their x derivatives. It is easy to 
show that such solutions are uniquely determined by their initial values. Let v be 
another solution of (1.1) : 

(1.l)v vt + DUX + vzxx = 0 . 
Subtracting this from (1.1) and denoting u - v by w, we obtain the linear equation 

Wt + uwx + wvx + wzxx = 0 

* This research represents results obtained at the Courant Institute, New York University, under 
the sponsorship of the Atomic Energy Commission, contract AT(30-1)-1480. Reproduction in 
whole or in part is permitted for any purpose of the United States Government. 

467 

Lt = BL − LB = [B, L] ⟺ ut = K(u)
Sec 1:

L = ∂xx + 1
6 u, B = 24∂xxx + 3u∂x + 3∂xu, K(u) = − uux − uxxx

Sec 2:

bimodal

bi-uni-bimodal

bi-uni-bi-uni-bimodal



Soliton interaction geometries [Lowman, Hoefer, El JFM 2014]
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Comparison with Experimental Data
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Soliton Gas
pairwise soliton interactions

characterize a soliton gas

ut + 6uux + uxxx = 0

ℒv = (−∂xx − u) v = λv

Ex:  KdV

u(x, t) = 2η2
i sech2 [ηi(x − 4η2

i t − x0)]

λi = − η2
i

Δ(ηi, ηj) =
sgn(ηi − ηj)

ηi
ln

ηi + ηj

ηi − ηj

2 soliton

phase shift

kinetic equation for

density of states 

[El Phys Lett A 2003]

f(η)
ft + (sf )x = 0

s(η) = 4η2 + ∫Γ
Δ(η, μ)f(μ)[s(η) − s(μ)] dμ

soliton interaction

geometry effects


higher order moments

of a soliton gas


[Pelinovsky et al Phys Lett A 2013]



The Wavemaker Problem
Mao, Hoefer arXiv 2022; Hoefer, Mao, Mantzavinos in preparation 2022



Modeling Experiment
At + 2AAz − AAzzt + AtAzz = 0

IBVP
A(z,0) = 1, z > 0, A(0,t) = q(t), t > 0, q(0) = 0

dispersive

shock wave

q(t) =

periodic

traveling wave

q(t) =

q(t) =solitary

wave
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Modeling Approach - Multiple Scales

 - “Exact” microscale mathematical description:
�� �����7ZR�ÀXLG��LQFRPSUHVVLEOH��1DYLHU�6WRNHV
    -  Velocity continuity, stress matching and kinematic 
  condition along free interface

 - Mesoscale description: wave scale
    -  How do long wavelength perturbations propagate?

 - Macroscale description: modulation scale
   -  How does a wave train evolve?

 - True physical scale: experiments

.H\�3K\VLFDO�5HTXLUHPHQWV�
����0LVFLELOLW\������%XR\DQF\������+LJK�YLVFRVLW\�FRQWUDVW������6WRNHV�ÀRZ



Linear Waves
A(z, t) = 1 + u(z,2t), |u | ≪ 1 ⇒ uτ + uz − uzzτ = 0linearized


problem

ω0 > 0 u(z,0) = 0, z > 0, u(0,τ) = − sin(ω0τ), τ > 0

linear

dispersion

u(z, τ) = ei(kz−ωτ) ⇒ ω(k) = k
1 + k2 , k±(ω) = 1 ± 1 − ω2

ω
expect traveling wave with  but which branch?k±(ω0)

ω = ω0 + iϵ, 0 < ϵ ≪ ω0 ⇒ u(0,τ) = e−iω0τeϵτ

causality,

radiation

condition

k(ω0 + iϵ) ∼ k(ω0) + iϵ
dk
dω

(ω0) = k(ω0) + iϵ
cg(ω0)

u(z, τ) = eϵ(τ−z/cg)ei(kz−ω0τ), u(∞, τ) = 0 ⇒ cg(ω0) > 0

1/ dk±
dω

(ω0) = 1
2 (1 − 4ω2

0 ∓ 1 − 4ω2
0 ) ⇒ k = k−(ω0)ω0 < 1

2



Propagating Linear Waves



 rad


 rad

a = 0.12
ω0 = 0.374 ± 0.001
k = 0.46 ± 0.01
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Figure 8: (a) Example experimental data of linear periodic traveling waves in the viscous
fluid conduit. Measured wave parameters are 0 = 0.12, : = 1.34 ± 0.04 rad/cm and
l = 0.860 ± 0.002 rad/s. (b) Linear wave data in spatial domain fitted with sinusoidal

waveform.

4.3. Definition of linear, weakly nonlinear and fully nonlinear regimes372

To distinguish the traveling periodic wave structures obtained in experiments, we perform a
preliminary analysis by expressing the spatial waves as a Fourier series at a fixed time C = C0:

�(I, C0) = 00 +

1’
==1

0=
2

cos(=I + k),

where 00 = 1 is the wave mean. Dividing the periodic traveling wave data into periods373

and applying the Fourier cosine transform, we obtain the Fourier components 0=. Fourier374

components of some selected periodic waves are plotted in figure 7. Waves with negligible375

second-order and higher modes |0= | / 0.05, = = 2, 3, . . . are identified as lying in the376

linear regime and can be well described by the linear theory. For larger-amplitude waves377

(0.4 / |01 | / 1.6), a single harmonic is insu�cient and higher order harmonic terms are378

needed. These waves are considered to be in the weakly nonlinear regime. A clear distinction379

between weakly nonlinear and fully nonlinear waves ( |01 | ' 1.6) occurs when the fourth-380

order coe�cient is su�ciently large, in which case the weakly nonlinear approximation of381

three harmonics fails. We now assess each wave class beginning with linear waves.382

4.4. Linear periodic traveling waves383

An example linear periodic traveling wave launched in a viscous fluid conduit by the384

sinusoidal boundary condition &(C̃) = &0(1 +
0
2 cos(l̃C̃ + c/2))2 for C̃ > 0 is depicted385

in figure 8a. The wave traveling in the positive Ĩ direction is periodic in both time and386

space. Extracting the spatial wave at a fixed time, we fit the periodic wave with a cosine387

function in figure 8b. A video of the linear periodic wave propagation can be found in388

the Supplementary Material. This result confirms the prediction from modulation theory389

that a fully developed periodic wave is generated for input frequency less than the critical390

value (see equations (1.7) and (3.1)). Three independent experiments with di�erent fluid391

properties resulting in three datasets of measured wavenumbers :̃ and wave frequencies l̃392

were collected. In figure 9, we compare the dimensionless experimental observations of : (l)393

with the conduit linear dispersion relation (1.7). Across all three datasets, good agreement394

between the experimental data and the theoretical prediction is achieved for su�ciently395

long wavelengths Z̃ = 2c
: !2 ' 2.3 cm (: < 0.8). The linear dispersion relation of the396

conduit equation is quantitatively verified in this regime. However, the experimental critical397

frequency l2A and critical wavenumber :2A corresponding to the values between the last398

ϕ(θ) = 1 + a
2 sin(θ)

Experimental data⋅

measurement

linear theory
 radk(ω0) = 0.450 ± 0.002

A �������� - F������� 15, 2022

(a) (b) (c)

Figure 8: Fit of the experimental measurements : (l) (dots) to the conduit linear dispersion relation (black curve).
Error bars take account of the errors in measurements using (4.3) and errors in nondimensionalization.

Dataset Measured Two-Stokes Relative error
l2A :2A l2A :2A �:2A

01 1.04 ± 0.01 0.75 ± 0.01 1.04 0.88 15%
02 1.08 ± 0.07 0.71 ± 0.05 1.08 0.90 21%
03 1.07 ± 0.05 0.73 ± 0.03 1.07 0.90 19%

Table 2: Comparison of l2A and :2A between experimental measurements and the two-Stokes linear dispersion relation
assuming (2.11). The fitting method requires an exactly correct l2A . �:2A reports the relative di�erence of :2A .

point where the wave is damped are subject to a significant shift from 1, the prediction from the conduit equation. The
relative discrepancies inl2A and :2A are (�l2A ,�:2A ) = (5%, 27%), (7%, 33%), (6%, 29%), respectively. It is notable
that the observed critical frequency and wavenumber vary across the three datasets where the fluid properties di�er.
The interior flow rate is calculated using Poiseuille’s law and (2.7) for a motionless external fluid so that & (8) = c*'2

0,
where * = *2 is the fitted velocity scale and '0 is the conduit radius measured from experiments. Datasets 1-3 have
measured radius '0 = 0.19, 0.17, 0.18 cm. As expected for the asymptotic validity of the conduit equation, the vertical
wavelength is much larger than the horizontal diameter, i.e. Z̃ � 2'0. We obtain & (8) = 2.7, 1.7, 2.5 ml/min for each
dataset compared to the nominal input flow rates &0 = 3.0 ± 0.1, 2.0 ± 0.1, 3.0 ± 0.1 ml/min, respectively.

To further interpret the linear periodic waves obtained in experiments and investigate the shorter wave regime in the
neighborhood of the critical frequency, we compare the experimental results with the linear dispersion relation for
two-Stokes interfacial waves (2.17) subject to the assumption & (4) = 0 in (2.9b) so that _ follows from (2.11). We
fit the experimental data :̃ (l̃) in the subcritical regime with the two-Stokes dispersion relation using e�ective fitting
paramters n ,⇡, as well as the scales !( and *( to give an exactly matched critical frequency l2A . Each dataset was
collected independently and therefore possesses distinct fluid parameters although they are all similar. Figure 9 shows
the fits and table 2 reports the corresponding l2A and :2A . It is demonstrated that this fitting procedure results in an
upshift in the critical frequency and a downshift in the critical wavenumber. Two-Stokes linear dispersion curves well
describe the dispersion relation : (l) and provide improved predictions for the critical values. Errors in the critical
wavenumber :2A are caused by the step size of the inputl in experiments, the sensitivity of :2A on fluid parameters, and
limitations in the fitting method. Asl approachesl2A , : 0(l) ! 1 so that a small change inl will lead to a substantial
di�erence in : , leading to di�culties in approximating :2A . The predicted interior flow rates from the fits using (2.9a)
for dataset 1 to 3 are & (8) = 3.1, 1.9, 2.7 ml/min, reasonably consistent with the input &0 = 3.0, 2.0, 3.0 ml/min, and
the predicted interior radius obtained from (2.7) are '0 = 0.20, 0.17, 0.18 cm, respectively. The two-Stokes dispersion
relation follows from the physical scenario that we observed in experiments where the interior fluid flows up and pools
at the top over time while the exterior flow recirculates with a zero net flow rate.

We have shown that the two-Stokes recirculating flow that includes an external fluid pressure gradient and exterior flow
mass conservation is a slightly more accurate model of propagating linear waves generated by a wavemaker than the
long-wave conduit equation for describing relatively short waves between two viscous fluids in the linear regime. It is
notable, however, that the conduit equation accurately reproduces the subcritical data.
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Spatially Decaying Linear Waves

18
(a) (b)

(c)

Figure 11: (a) Surface and (b) contour plots of an experimental small amplitude, damped,
non-propagating wave when the injection frequency at the boundary exceeds the critical

value. Dimensional wave parameters are l̃ = 1.12 ± 0.03 rad/s and :̃ = 2.32 ± 0.04
rad/cm with scales ! = 0.35 cm, * = 0.40 cm/s. (c) Amplitude decay (dotted blue) fitted

with 0 exp(�1I), 0 = 0.26 ± 0.01, 1 = 0.027 ± 0.001 (solid red).

(a) The conduit linear dispersion relation.

(b) The two-Stokes dispersion relation.

Figure 12: Comparison between experimental measurements (red dots) of the exponential
spatial decay rate (left), spatial frequency (right) and theory (black line) for waves in the

supercritical regime l > l2A .



 rad


 rad

a = 0.26 ± 0.01
ω0 = 0.49 ± 0.03
k = (0.81 ± 0.01) + i (0.027 ± 0.001)

measurement

linear theory

 radk(ω0) =
0.96 + i 0.27 ω0 = 0.52
0.82 ω0 = 0.49
0.66 ω0 = 0.46

observed upshift in critical frequency

explained by full 2-Stokes dispersion



Modulation Theory
uτ + uz − uzzτ = 0

seek slowly

varying, periodic

traveling wave

u(z, τ) = a(Z, T )cos(Θ/ϵ) + ϵu1(Θ, Z, T ) + ⋯, ϵ ≪ 1

ΘZ = k(Z, T ), ΘT = − ω(Z, T ), Z = ϵz, T = ϵτ

compatibility ΘZT = ΘTZ ⇒ kT + ωZ = 0

 and 2(1) 2(ϵ) ω(Z, T ) = k(Z, T )
1 + k(Z, T )2 (a2)T

+ (ωk(k) a2)Z
= 0

self-similar

solution


0 < ω0 < 1
2

k(Z, T ) =

k0 = k−(ω0) 0 < ξ ≤ cg(k0)
−1 − 2ξ + 1 + 8ξ

2ξ cg(k0) < ξ ≤ 1

0 1 < ξ

Figure 11: Solution to the linear modulation equation conservation of waves.
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In addition, the amplitude

a(z, ⌧) =

8
><

>:

1, 0  ⇠  ⇠0
F (z/⌧)p

⌧
, ⇠0 < ⇠  1

0, ⇠ > 1

(108)

with F (z/⌧) arbitrary satisfies the IBVP for a(z, ⌧). A quick check is that in Region I, !0(k) = 0
so that a(z, ⌧) = a(0, ⌧) = 1. In Region III, we have !0(k) = z/⌧ and so

(a2)⌧ + (!0(k)a2)z =

✓
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⌧
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Long Time Asymptotics

solution via Unified 
transform 

Vasan, Deconinck Disc Cont Dyn Sys A 
2013; 
Fokas A unified approach to boundary 
value problems SIAM 2008

: a small contour 
around 

3
k = i

Depends on both  and  
Essential singularity: 

ω0 ξ = z /τ
k = i

uτ + uz − uτzz = 0, z ≥ 0,τ ≥ 0,
u(z,0) = 0, z ≥ 0,
u(0,τ) = sin(−ω0τ), τ ≥ 0.

u(z, τ) = 1
2π ∫3

F(k; ω0)eτϕ(k;ξ)dk

use the method

of steepest descent 

4 poles of :  F κj =
±1 ± 1 − 4ω2

0

ω0

4 saddles :  ϕk = 0 kj = ± −1 −
1 ± 1 + 8ξ

2ξ

F(k; ω0) = ω0(1 − k2)
k2(1 − 2ω2

0) − ω2
0(1 + k4)

ϕ(k; ξ) = ikξ − i
k

1 + k2
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Approximate Solution
I       Sinusoidal plane wave solution 

  ,    

   

II, III  Algebraically decaying oscillatory solution of 

 

IV    Damped sinusoidal wave 

  

 

    

V     Exponentially decaying solution of  

VI    Damped sinusoidal wave with a  
correction

u(z, τ) = sin [(k(ω0)ξ − ω0) τ] + 2(τ−1/2)

k(ω0) =
1 − 1 − 4ω2

0

2ω0

2(τ−1/2)

u(z, τ) = exp [−kImξτ] sin [(kReξ − ω0) τ] + 2(τ−1/2)

kIm(ω0) =
4ω2

0 − 1
2ω0

, kRe(ω0) = 1
2ω0

2(τ−1/2e−τ)

2(τ−1/2e−τ)

ξ = ω′ (k0)
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F IGURE 2 (a) Space-time contour of a linear periodic wave propagating into a constant background in the
subcritical regime in a viscous �uid conduit. The wave is generated by a time-periodic boundary condition
A (0, ⌧) = 1 + a sin(�!̃⌧) . Measured wave parameters are (a, !̃, k̃ ) = (0.11 ± 0.01, 0.78 ± 0.01, 0.48 ± 0.01) . The
corresponding group velocity predicted by the linear BBM theory is vg = 1.02. (b) Comparison of the experimental
data (black) at z/⌧ = 0.2 and the solution A (z/⌧, ⌧) = 1 + 0.11u (z/⌧, ⌧) in I (red dashed), where u is a solution of the
linear BBM equation with a scaled ⌧ = t/2 and a scaled frequency !̃ = 2!0. (c) z/⌧ = 1.2. With a larger �xed z/⌧ that
exceeds the group velocity, the experimental data (black) is compared with the solution in II (red dashed)
A (z/⌧, t ) = 1 + 0.11u (z/⌧, ⌧) , where u (z/⌧, ⌧) = O(⌧�1/2) .

(a) (b)

(c)

F IGURE 3 (a) Propagation of a linear periodic wave into a constant in the supercritical regime in a viscous �uid
conduit. The wave is rapidly damped in space and remains periodic in time. The averaged wave frequency obtained
by measuring time periods at each �x z is !̃ = 1.02 ± 0.01. The spatially damped amplitude follows a function
a (z ) = a1 exp(�b1z ) , where a1 = 0.11 ± 0.01 and b1 = 0.26 ± 0.01 is the damping rate. (b) Fixed z/⌧ = 0.05. The
experimental data (black) is compared with the linear BBM long-time asymptotic solution (red dashed) in IV in the
supercritical regime. (c) Fixed z/⌧ = 0.3. The theory used in comparison follows II in the supercritical regime. The
corresponding threshold between II and IV at !̃ = 1.02 is z/⌧ = 0.25.
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Comparison with Experiment
z /τ = 0.2

z /τ = 1.2

Region I: z /τ = 0.2

Region II: z /τ = 1.2

• Supercritical regime ω = 0.78 ± 0.01 Region III: z /τ = 0.05
z /τ = 0.05

z /τ = 0.25
Region IV: z /τ = 0.25



Generalizations

(1 − A−2∂xx) ut = iA0u + A1ux + iA2uxx + A3uxxx

A2 ≥ 0, A3 ≤ 0

radiation condition




unique D2N map

[Fokas, van der Weele 

SAPM 2021]

⟺

At + 2AAz − AAzzt + AtAzz = 0, A(0,t) = ϕ(−ωt)

periodic traveling wave solution, cnoidal-like wavesϕ(θ) =

A(z, t) = ϕ(kz − ωt) ⇒ (ϕ′ )2 = − 2
k2 ϕ − 2

ωk
ϕ2 ln ϕ + A + Bϕ2



Soliton + Cnoidal Wave = 
Breather

Mao, Chandramouli, Hoefer in preparation 2022



Breather = Solitary Wave + Cnoidal-like Wave

→→

A

z 1mm10cm

Transition  
region

Cnoidal-like 
background

Solitary wave

Bright breather
v = 0.56 cm/s > cph



Bright Breather

Cnoidal-like bkgrd: 

,  

,  

 rad/cm, 

 rad/s. 

Phase shifts: 
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.

Ā = 1
a = 0.85
k = 2.39
ω = 0.80

αz = 0.95π

αt = 0.93π

: Conduit exact solution

: Experimental data

α ∈ (−π, π] : Background phase shift



Dark Breather

Cnoidal-like 
background with a 
larger wave mean

Modulation region

Dark breather

→→

A

z
1mm10cm



Dark Breather Phase Shift
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Phase shifts: 
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αt = − 0.35π



Breather solutions of model equation

At + 2AAz − AAzzt + AtAzz = 0
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Conclusions

• Viscous core-annular flows:  versatile system for 
dispersive hydrodynamics


• Can test sophisticated mathematics in an 
accessible system


• Multiscale modeling:  microscopic (Navier-Stokes), 
mesoscopic (conduit eq.), macroscopic (Whitham 
eqs.), and megascopic (kinetic eq.) scales


• Excellent agreement between theory and 
experiment

Thank you for your interest


