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Question 1

(a): B
(b): S
(c): N
Suggested mark scheme: (a) 3 (b) 24+2+5+5 (c) 8.

Question 2

(a): S
(b)(i)-(iii) S

(b)(iv) N
Suggested mark scheme: (a) 3+4+2 (b) 3+7+2+4.

Question 3

(a) B and S
(b) S and N
Suggested mark scheme: (a) 2+3+4 (b) 4+4+5+3.



Solution (1):
Suggested mark scheme: (a) 3; (b) 2+2+5+5; (c) 8.

(a)

()

Y,, — Y in distribution if
Fo(y) = F(y)

as n — oo, for all y such that F' is continuous at y.

(i) The probability density function of X; is f(z) = %(1—95_&) which is az =1,
If a > 1, then E(X;) = [Caf(z)de = [[Caz™® = [az M /(—a + 1)]5° =
a(a—1).

(ii) Let > 1.

P(M, >z)=P(X1 >z, Xo>z,..., X, >2x)
IP’( 1> 2)P(Xo > a:) ...P(X,, > x) (by independence)

oy

—

—an

I
8

So M, has Pareto distribution with parameter no.

(iii) Let > 0.

P(nM, —n >z) =P(M, > 1+ z/n)
={1+z/n)""

ax

— e "7 as n — oo.

So for z > 0, P(nM,, —n < x) converges to 1 — e~**. Meanwhile for x < 0,
P(nM, —n < z) =0 for all n.

Hence nM,, converges in distribution to an exponential distribution with pa-
rameter o.

(iv) As long as the variance of each Xj is finite, we can apply the CLT. For the
variance to be finite, we need EXE to be finite, for which we need a > 2.

Then using the CLT, (S, — nu)/(Vno?) converges to N(0,1).
Equivalently, (S, — np)/(v/n) converges to N(0,c?).

Hence the statement is true with ¢y = p = /(e — 1) and ¢ = 1/2.

Let u € R and take any ¢ > 0. From the hint,

P(X,+Y,<u) <PX,<u—c+e)+PY, <c—e).



Asn — oo, we have P(X,, < u—c+e) = P(X <u—c+e) and P(Y,, < c—e) — 0.
Hence

P(X,+Y,<u)<P(X <u—c+e)+te (1)
for all large enough n.

But also
{Xpn+Y,>u} C{X,, >u—c—e}U{Y, >c+e}.

So
P(Xp + Y, <u)=1—P(X, +Y, >u)
>1—[P(X, >u—c—¢€)+P(Y, >c+e)
=P(X,<u—c—¢€)—PY, >c+e).

Now as n — oo, we have P(X,, < u—c—¢€) - P(X < u—c—¢€), and
P(Y,, > ¢+¢€) — 0. Hence

PX,+Y,<u)>P(X<u—c—c¢)—c¢ (2)

for all large enough n.

But € is arbitrary, and as € — 0, both P(X <u—c+¢) and P(X <u—c—¢)
converge to P(X < u — ¢) (since the distribution function of X is continuous).

Hence by (1) and (2), as n — oo,

P(X,+Y,<u) ->PX <u-—c)
=P(X +c<u).

So indeed X, +Y,, — X + ¢ in distribution.



Solution (2):
Suggested mark scheme: (a) 3+4+2 (b) 3+7+2+4

(a) (i) For the second matrix, for example, for 7 to be stationary we need m = o,
w9 = w1 + 73, and w3 = %71’2. (One of these is redundant.) In addition we need
w1 + mo + 73. Solving gives

: (L1l
m,T2,T3) = 672)3 .

(ii) In the first case, the matrix is irreducible and aperiodic (note that pss > 0
so the period must be 1). Hence by the theorem on convergence to equilibrium,
W = my = 1/6.

In the second case, the matrix is not aperiodic; the period is 2. Then pgq) does
not converge; in fact pgnf) is 0 whenever m is odd, and pgqn) is 1/3 whenever

m > 2 is even.

(iii) The expected return time m; is simply the reciprocal of 7r;. Hence in both
cases m; = 1/m = 6.

(b) (i) For transitions from ¢ > 0, p;; = 1/ if 0 < j < 4, and 0 otherwise.
For transitions from 0, ppo = 1/2 and pg; = 1/2N for i > 0.

If ¢ > 0, then to move from ¢ to ¢ in two steps, we must go via 0. Then
2 . .
Py = piopos = (1/i)(1/2N) = 1/(2N4),

(ii) For 1 <i < N —1,

1 1
™ = ﬁﬂo +Z;7Tj

J>1
while 1 1
Tit1 = ﬁ770+ Z P
7>i+1
Hence
1
T = Ti+1 + mmH
1+ 2
= i1 i+1-
So we obtain
N +1
T™TN—-1= N TN,
N N+1 N+1
TN_9 = TN = T
N-2= N1 N TNTE N ™
N +1
LT = 5 TN



Finally by considering state NV, we have my = ﬁwo, SO

T = 2Nmy.
So overall
( )= 2NN—i—l N+1 N+1 N+1
7(0,7r1,7r27...77TN_177TN —7TN 5 2 5 3 gy N ’N+1 .

By normalising, we get

1
N+1)Hyi +N -1

7TN:(

(N+1)Hny1 +N -1

2N '
(iv) Consider the first time that the flea enters the set {0,1,...,i}. Because
the transition probability from j > 4 is uniform on {0,1,...,5 — 1}, this jump
is equally likely to be to any of {0,1,...,7}. But we reach i before 0 only if this
jump is to ¢. So the probability is 1/(i + 1).

(iii) Then mo = 1/7r0 =



Solution (3):
Suggested mark scheme: (a) 2+3+4 (b) 4+4-+5+3.

(a) (i) N¢ ~ Poisson(At). Ny — N ~ Poisson(A(t — s)).

(ii) 71 and T» — Ty both have exponential distribution with parameter A, and
they are independent.

(iii) The events Ny > 2 and T < t are the same. Since N; ~ Poisson(At), the
probability is 1 — e — Ate ™.

To find the density function of T, we take the derivative to obtain

fro () = Ae ™ — e ™ 4 AteM
= Ae M

for ¢ > 0. This is the Gamma distribution with parameters 2 and A.

(b) (i) We have

Xn+1 = Nn+1 - (n + 1)
= (Npt1 — Np)+ (N, —n) — 1
=X, + (Npy1 — N,) — 1.
The quantity N,411 — N, is independent of the process Ny, t < n, using the

independent increments property of the Poisson process. But X;,7 < n is de-
termined by N;, t < n.

So Npt1 — Ny is independent of X,,, Xp—1,....

So we have written X, 11 as a function of X,, and a random variable independent
of X,,, X1, Xn—2,.... This implies that X is a Markov chain.

(i)
pi,z‘—l = P(Xn—H =7 — 1’Xn = Z)
=P(Npy1 — (n+1) =i —1|N, —n = 1)
= P(Npi1 — N, = 0)
(using independence as above)

= 6_>\

since Np41 — N, ~ Poisson(\).



In a similar way p; j = P(Ny41 — Np =i —j+1). Then

—A)J—it+l . .
L e(jfi+1)! jzi=1
pl,] - . . .
0 j<i—1

(iii) Let A = 1. Since the chain X starts at 0,

péo =P(X, =0)
= P(N,, — n = 0)
=P(N, =n)
e "n"
Y
since N,, ~ Poisson(n)
1
2mnl/2

as n — 00, using Stirling’s approximation.

Hence ZP(()T(;) = 0o. But a state i is recurrent iff Epl(-?) = oo. Hence 0 is a
recurrent state. Since the chain is irreducible, then every state is recurrent.

(iv) Suppose 7 is a stationary distribution. We have p(()g) — 0. But the chain is
irreducible and aperiodic, so we should have pgg) — mo. This would give mg =0
and indeed similarly m; = 0 for all <. But then 7 is not a distribution. Hence no
such 7 exists, and so the chain cannot be positive recurrent. It is null recurrent.





