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A9 Statistics 2019 — solutions

1. (a) (i) [B, substantial/harder as no help given]

Zi=(Xi—p)/o by N(0,1) so have joint pdf

fz) = (2m) 26 2 22z e R

Let y = Az where A is an orthogonal n x n matrix with first row (ﬁ, e

Since ATA = I, we have z = ATy and |det(A)| = 1.
So 0z;/dy; = aj; and the Jacobian J satisfies |J| = |det(AT)| = 1.

Also
n n
Zyg =yly=2"ATAz = 2"z = sz
i=1 =1
Hence the pdf of Y is

g9(y) = f(z(y)) - |J]

= (QW)_"/ze_ZiyiQ/z -1 using (1), (2) and |J| = 1.

iid

Hence Yi,...,Y, ~ N(0,1).
Now
1 < —
= (first row of A) x Z = — Zi=~/nZ
i’
and then
n o n o n n
DNZi=2) = 2t -nZ =) VP-VE=) VP
i=1 i=1 i=1 i=2
So
e Yq,...,Y, are independent

e 7 is a function of Y; only
o > in1(Zi — Z)? is a function of Ya,..., Y, only
and hence Z and Y 1 ,(Z; — Z)? are independent.

2

.

[4]

[2]

Therefore X and S? are independent since X = 0Z +p and S* = 2= 37 | (Z;— Z)%.

1

(ii) [B]

. Y:aZJru:%YlJrﬂwN(u,%z) since Y; ~ N(0,1)

iid

[3]

o (DS =X 1(Z Z)? =Y, Y2 ~ X2, since Ya,...,Y, ~ N(0,1), which

2
glves S° ~ nflxn_l

e The normal and the x2 just above are independent by (i). So, independently,

X _ G2 2
~ N(0,1) and — ~ Xn—1
o/\f o2 n-1

So from the definition of a t-distribution,

(f/:/f{)/ (S1) = S/ ~ oo
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(iii) [N, but have seen similar]

We have (n;%

~ x2_; and independently ﬁ > Yj2 ~ X2,
So 0—12 [(n - 1)8% + 2}62/2} ~ X2 1 1 and

P<61 < % [(n—l)S%%—ZYJ?/Q} <02> =1l-«

where /2 = P(x2,,,,_1 < c1) = P(x%, 1,1 > c2). Hence

P(l [(n—1)s§(+zyf/2] <o’ < 011 [(n— 1)s§(+zyj2/z}> —1-a

2

gives the required confidence interval. (4]

(b) (i) [B, here to setup the next part]
If X ~ N(0,1) then ®(X) ~ U(0,1), s0 X ~ ®~1(U). Hence

~1/_k
=7 (557)

So if x1,...,x, are from N(0,1) then we should have z ;) ~ (D_l(niﬂ).

A Q-Q plot is a plot of x(;) against @‘1(%“) fork=1,...,n. (3]

If the observations really are from N(0,1) then the plotted points should lie approx

on the line y = x. (1]
(ii) [N] If the observations really are from F' then, replacing ® by F above, we should

have ) )

~F! F R .
That is,

1 _k
1+ (y(k)/a)*ﬁ n+1
<y(k)>*ﬁ L1k

o k

1 k

So if we plot the values of y(;) against log (ﬁ) we should see an approximate

straight line (intercept log o, gradient 1/5) if the assumption is reasonable. [5]
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(a) [B]
(i) The size of the test is P(reject Hy| Hy true), or P(X € C'|6y) where C is the criti-
cal/rejection region. (1]
The power of the test is P(reject Hy | H; true), or P(X € C'| ;). 1]

(ii) NP lemma: Consider testing the given null Hy against the given alternative Hp. Let
L(6;x) be the likelihood function. Define critical region C' by

e~ {x T <4}

and suppose constants k and « are such that P(X € C'| Hy) = a. Then among all
tests of size < a, the test with critical region C' has maximum power. (2]

(i) The likelihood is

e~ MANZ Ti

First: let A\; be a fixed value of X satisfying Ay > 1. By the NP lemma, the most
powerful test of Hy against the alternative A = A; is of the form:

L(\) =

. L(1;x)
b Hy = —2) <
reject Hy TOwx)

e—n
A T
e AT

= AT >y

= sz > ¢ since A\ > 1. (3]
For this test to have size 0.01 we need

0.01 = P(reject Hy | Hp true)
=P XizclA=1)
= P(Poisson(20) > ¢)

= g20(c).

So from the hint we want ¢ = 32 and the most powerful test has critical region

{x:> = > 32} (3]
Second: now observe that the critical region just found is the same for all A\ > 1.
Hence it gives a uniformly most powerful test of Hy against the alternative Hy : A > 1.

[1]

(ii) The power function is

w(\) = P(reject Hy| A is the true parameter value)

:P<ZX1» 232M>
= P(Poisson(20)\) > 32)
= g20A(32). [2]
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(iii) Let t = 327 #;. The p-value is

p:P(ZXi>t|HO)
:P(ZXi>t|/\:1>

= P(Poisson(20) > t)
= g20(t) = g20(2_ i)

(c¢) [N] The likelihood and log-likelihood are

n y—1
Y) = % (H wz) exp (— Zl‘?/ﬂ)
0(B,v) =nlogy —nlog B+ ’yZlong- - ; Zx] + constant.

We have
ol n 1
=21t 3m x]
8/6 /8 BQZ 1

1
=0 Whenﬁzﬁvzﬁz:xg

ol n 1
— = — 4 logx; — — :czlo T;
O S ogr - LYo

and

and so 7 solves 2 + } log x; — é > ] loga; = 0 (numerical solution required).

Under Hp: v =1 and MLE of § is 3 = 7 with maximised likelihood
- o,
LO = L(ﬁo, 1) = ﬁe .
Under H;: general v, MLEs of B ,¥ with maximised likelihood
3 7" F-1
_ ) —-n -
= L(B,7) = 5 [«
And the likelihood ratio test is

reject Hy <— — <k
1/z <k
e (n/ Sa) T

= T"9(y) 2c=1/k

—

where g(7) = <n’y/2x ) Hac?_l.
We have —2log(Lo/L1) = 2log (z"g(7)) ~ x3 under Hy.
So for a test of size a we reject iff 21log (Z"g(7)) > ca, where P(x? > ¢,) = a.
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m(O) 11y f(2:]6)
J @)1, f(xi|0)do

(0 ]x) =

m(0]x) oc f(x|0)m(0)

n 679012'
_ —po
a (H ;! >Be

where r = Y x;. Hence 0| x ~ Gamma(r + 1,n + f3).
(i)

P(Xp1 = k|x) = / P(Xp1 = k| 6)m(0 | x) d6

_ / e 0" (n+ /B)T+19r€—(n+,3)9 40
k! T(r+1)
~ (n+p)rt! / rtk ,—(n+B+1)0
7]{' Tl +1 0 de

_(n+ B Tr+k+1)
CKID(r+1) (n+ B+ 1)rtktl

_ (4B Tr+k+1)
CKIT(r+1) (n+4 B+ 1)rtktl”

/ Gamma pdf

m(0]y) o f(y|0)m(6)
o [4Dn o5

Now
0 — p)? 1
( J2M) + Z(yl - 9)2 — 0 <2 + ’I’L> — 29< + ny> -+ constant
1 2
= ?(0 — p1)° + constant
1
where 1
Su+n 1 1
M1:021'u 4 and 72:724‘771
el +n 01 o
Hence

w(6]%) x exp (= 5500 - )

and so 7(0|y) is a N(u1,0?) pdf. That is 0|y ~ N(u1,0%).
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(ii) [S] The log-likelihood is

1 2
£(0) = constant — 3 Z(yl —0)
and so
¢"(9) = constant.
So the Fisher information () is a constant.
Hence the Jeffreys prior is () oc I1(8)'/2 o 1, a constant improper prior. (3]

(iii) [N] The Jeffreys prior is improper and can be approached by considering a sequence
of priors for § with 7(6) ~ N(u,02) and ¢ — oo. In this limit, from (3),

w<e|y>~N(y,;>.

For this posterior the highest posterior density interval is symmetric around ¥, so the
interval is

ro22)
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