
Archive for Rational Mechanics and Analysis, manuscript No.
(will be inserted by the editor)
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Abstract We are concerned with geometric properties of transonic shocks as
free boundaries in two-dimensional self-similar coordinates for compressible
fluid flows, which are not only important for the understanding of geometric
structure and stability of fluid motions in continuum mechanics but also fun-
damental in the mathematical theory of multidimensional conservation laws. A
transonic shock for the Euler equations for self-similar potential flow separates
elliptic (subsonic) and hyperbolic (supersonic) phases of the self-similar solu-
tion of the corresponding nonlinear partial differential equation in a domain
under consideration, in which the location of the transonic shock is apriori un-
known. We first develop a general framework under which self-similar transonic
shocks, as free boundaries, are proved to be uniformly convex, and then apply
this framework to prove the uniform convexity of transonic shocks in the two
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longstanding fundamental shock problems – the shock reflection-diffraction by
wedges and the Prandtl-Meyer reflection for supersonic flows past solid ramps.
To achieve this, our approach is to exploit underlying nonlocal properties of
the solution and the free boundary for the potential flow equation.
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1 Introduction

We are concerned with geometric properties of transonic shocks as free bound-
aries in two-dimensional self-similar coordinates for compressible fluid flows,
which are not only important for the understanding of geometric structure and
stability of fluid motions in continuum mechanics but also fundamental in the
mathematical theory of multidimensional conservation laws (see [5, 14, 17]).
Mathematically, a transonic shock for the Euler equations for potential flow
separates elliptic (subsonic) and hyperbolic (supersonic) phases of the self-
similar solution of the corresponding nonlinear partial differential equation
(PDE) in a domain under consideration, in which the location of the transonic
shock is apriori unknown. The Rankine-Hugoniot conditions on the shock, to-
gether with the nonlinear PDE in the elliptic and hyperbolic regions, provide
the sufficient overdeterminancy for finding the shock location. This enforces
a restriction to the shock and yields its fine properties such as its possible
geometric shapes, which is the main theme of this paper. For this purpose, we
formulate the transonic shock problem as a one-phase free boundary problem
for the nonlinear elliptic PDE in a domain with a part of the boundary fixed,
as illustrated in Fig. 2.1. More precisely, we first develop a general frame-
work under which self-similar transonic shock waves, as the free boundaries
in the one-phase problem, are proved to be uniformly convex, and then apply
this framework to prove the uniform convexity of transonic shocks in the two
longstanding fundamental shock problems – the shock reflection-diffraction by
wedges and the Prandtl-Meyer reflection for supersonic flows past solid ramps.
In particular, the convexity of transonic shocks is consistent with the geomet-
ric configurations of shocks observed in physical experiments and numerical
simulations; see e.g. [4, 11, 12, 27], [18, 19, 28, 32, 36, 40], [24–26, 29, 41], and
the references cited therein. Also see [9, 10, 31, 33, 34, 37, 39] for the geometric
structure of numerical Riemann solutions involving transonic shocks for the
Euler equations for compressible fluids.
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One of our key observations in this paper is that the convexity of transonic
shocks is not a local property. In fact, for the regular shock reflection-diffraction
problem as described in §7.1, the uniform convexity is a result of the interaction
between the cornered wedge and the incident shock, since the reflected shock
remains flat when the wedge is a flat wall. Therefore, any local argument is not
sufficient to lead to a proof of the uniform convexity. In this paper, we develop
a global approach by exploiting some nonlocal properties of transonic shocks in
self-similar coordinates and employ it to prove that the transonic shocks must
be convex. Our approach is based on two features related to the global and
nonlinear phenomena. One is that the convexity of transonic shocks is closely
related to the monotonicity properties of the solution, which is derived from
the global structure in the applications. These properties are also crucial in the
proof of the existence of the two shock problems in [3, 14]. The other is that
the Rankine-Hugoniot conditions, combined with the monotonicity properties,
enforce the nonlocal dependence between the values of the velocity at the
points of the transonic shock, as well as the nonlocal dependence between the
velocity and the geometric shape of the shock. Moreover, for this problem, it
seems to be difficult to apply directly the methods as in [7, 8, 20], owing to
the difference and more complicated structure of the boundary conditions.

The convexity of shock waves is not only an important geometric property
observed frequently in physical experiments and numerical simulations, but
also crucial in the analysis of multidimensional shock waves. For example,
the convexity property of transonic shocks plays an essential role in the proof
of the uniqueness and stability of shock waves with large curvature in [15].
Therefore, our approach can be useful for other nonlinear problems involving
transonic shocks, especially for the problems that cannot be handled by the
perturbation methods.

In particular, as an application of our general framework for the convex-
ity of shocks, we prove the uniform convexity of transonic shocks in the two
longstanding fundamental shock problems. The first is the problem of shock
reflection-diffraction by concave cornered wedges as analyzed in §7.1. It has
been analyzed in Chen-Feldman [13, 14], in which von Neumann’s sonic and
detachment conjectures for the existence of regular shock reflection-diffraction
configurations have been solved all the way up to the detachment wedge-angle
for potential flow. The second is the Prandtl-Meyer reflection problem for su-
personic flow past a solid ramp as analyzed in §7.2. Elling-Liu [21] made a first
rigorous analysis of the problem for which the steady supersonic weak shock
solution is a large-time asymptotic limit of an unsteady flow under certain
assumptions for an important class of wedge angles and potential fluids. Re-
cently, in Bae-Chen-Feldman [2, 3], the existence theorem for the general case
all the way up to the detachment wedge-angle has been established via new
techniques based on those developed in Chen-Feldman [14]. For both prob-
lems, we apply the general framework developed in this paper to prove the
uniform convexity of the transonic shocks involved.

The study of geometric properties of free boundaries, such as the convexity
of free boundaries and the monotonicity properties of the corresponding solu-
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tions under consideration, is fundamental in the mathematical theory of free
boundary problems; see [6–8, 20, 22, 23, 38] and the references cited therein.
Furthermore, as mentioned earlier, the convexity of free boundaries has played
an essential role in the analysis of the uniqueness and stability of solutions of
the free boundary problems, as shown in [15].

The organization of this paper is as follows: In §2, we introduce the po-
tential flow equation and the Rankine-Hugoniot conditions on the shock, and
set up a framework as a general free boundary problem on which we focus
in this paper, and then we present the main theorem for this free boundary
problem. In §3, we show some useful lemmas. Then we develop our approach
to prove first the strict convexity of the shock, i.e., Theorem 2.1 in §4, and to
prove further the uniform convexity of the shock on compact subsets of its rel-
ative interior, i.e., Theorem 2.3 in §5. In §6, we establish the relation between
the strict convexity of the transonic shock and the monotonicity properties of
the solution, i.e., Theorem 2.2. Finally, in §7, we apply the main theorems to
prove the uniform convexity of transonic shocks in the two shock problems –
the shock reflection-diffraction by wedges and the Prandtl-Meyer reflection for
supersonic flows past solid ramps.

A note regarding terminology for simplicity: Since our main concern is
the convexity of the elliptic (subsonic) region for which the transonic shock
as a free boundary is a part of the boundary of the region throughout this
paper, we use the term � convexity � for the free boundary, even though
it corresponds to the concavity of the shock location function in a natural
coordinate system. Moreover, we use the term � uniform convexity � for
a transonic shock to represent that the transonic shock is of non-vanishing
curvature on any compact subset of its relative interior.

2 The Potential Flow Equation and Free Boundary Problems

2.1 The potential flow equation

As in [1, 13], the Euler equations for potential flow consist of the conservation
law of mass for the density and the Bernoulli law for the velocity potential Ψ :

Btρ�∇x � pρ∇xΨq � 0, (2.1)

BtΨ � 1

2
|∇xΨ |2 � ipρq � B0, (2.2)

where B0 is the Bernoulli constant determined by the incoming flow and/or

boundary conditions, x � px1, x2q P R2, ipρq � ³ρ
1
p1pτq
τ dτ for the pressure

function p � ppρq, and v � ∇Ψ is the velocity.
For polytropic gas, by scaling,

ppρq � ργ

γ
, c2pρq � ργ�1, ipρq � ργ�1 � 1

γ � 1
for γ ¡ 1,

where cpρq is the sound speed.
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If the initial-boundary value problem is invariant under the self-similar
scaling:

px, tq Ñ pαx, αtq, pρ, Ψq Ñ pρ, Ψ
α
q for α � 0,

then we can seek self-similar solutions with the form:

ρpx, tq � ρpξq, Ψpx, tq � t
�
ϕpξq � 1

2
|ξ|2� for ξ � pξ1, ξ2q � x

t ,

where ϕ is called a pseudo-velocity potential that satisfies Dϕ :� pϕξ1 , ϕξ2q �
v � ξ, which is called a pseudo-velocity. The pseudo–potential function ϕ
satisfies the following potential flow equation in the self-similar coordinates:

divpρDϕq � 2ρ � 0, (2.3)

where the density function ρ � ρp|Dϕ|2, ϕq is determined by

ρp|Dϕ|2, ϕq � �
ργ�1
0 � pγ � 1qpϕ� 1

2
|Dϕ|2q� 1

γ�1 , (2.4)

with constant ρ0 ¡ 0, and the divergence div and gradient D are with respect
to the self-similar variables ξ.

From (2.3)–(2.4), we see that the potential function ϕ is governed by the
following potential flow equation of second order:

div
�
ρp|Dϕ|2, ϕqDϕ�� 2ρp|Dϕ|2, ϕq � 0. (2.5)

Equation (2.5) written in the non-divergence form is

pc2 � ϕ2
ξ1qϕξ1ξ1 � 2ϕξ1ϕξ2ϕξ1ξ2 � pc2 � ϕ2

ξ2qϕξ2ξ2 � 2c2 � |Dϕ|2 � 0, (2.6)

where the sound speed c � cp|Dϕ|2, ϕ, ρ0q is determined by

c2p|Dϕ|2, ϕ, ρ0q � ργ�1p|Dϕ|2, ϕ, ργ�1
0 q � ργ�1

0 � pγ � 1q�1

2
|Dϕ|2 �ϕ�. (2.7)

Equation (2.5) is a second-order equation of mixed hyperbolic-elliptic type, as
it can be seen from (2.6): It is elliptic if and only if

|Dϕ|   cp|Dϕ|2, ϕ, ρ0q, (2.8)

which is equivalent to

|Dϕ|   c�pϕ, ρ0q :�
c

2

γ � 1

�
ργ�1
0 � pγ � 1qϕ�. (2.9)

Moreover, from (2.6)–(2.7), equation (2.5) satisfies the Galilean invariance
property: If ϕpξq is a solution, then its shift ϕpξ� ξ0q for any constant vector
ξ0 is also a solution. Furthermore, ϕpξq � const. is a solution of (2.5) with
adjusted constant ρ0 correspondingly in (2.4).
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One class of solutions of (2.5) is that of constant states that are the solutions
with constant velocity v � pu, vq. This implies that the pseudo-potential ϕ of
a constant state satisfies Dϕ � v � ξ so that

ϕpξq � �1

2
|ξ|2 � v � ξ � C, (2.10)

where C is a constant. For such ϕ, the expressions in (2.4)–(2.7) imply that
the density and sonic speed are positive constants ρ and c, i.e., independent of
ξ. Then, from (2.8) and (2.10), the ellipticity condition for the constant state
is

|ξ � v|   c.

Thus, for a constant state v, equation (2.5) is elliptic inside the sonic circle,
with center v and radius c.

2.2 Weak solutions and the Rankine-Hugoniot conditions

Since the problem involves transonic shocks, we define the notion of weak
solutions of equation (2.5), which admits shocks. As in [13], it is defined in the
distributional sense.

Definition 2.1. A function ϕ PW 1,1
loc pΩq is called a weak solution of (2.5) if

(i) ργ�1
0 � pγ � 1qpϕ� 1

2 |Dϕ|2q ¥ 0 a.e. in Ω;

(ii) pρp|Dϕ|2, ϕq, ρp|Dϕ|2, ϕq|Dϕ|q P pL1
locpΩqq2;

(iii) For every ζ P C8
c pΩq,»

Ω

�
ρp|Dϕ|2, ϕqDϕ �Dζ � 2ρp|Dϕ|2, ϕqζ�dξ � 0. (2.11)

A piecewise C2 solution ϕ in Ω, which is C2 away from and C1 up to
the C1–shock curve S, satisfies the conditions of Definition 2.1 if and only
if it is a C2–solution of (2.5) in each subregion and satisfies the following
Rankine-Hugoniot conditions across curve S:

rρp|Dϕ|2, ϕqDϕ � νsS � 0, (2.12)

rϕsS � 0, (2.13)

where the square bracket r � sS denotes the jump across S, and ν is the unit nor-
mal vector to S. Condition (2.13) follows from the requirement: ϕ P W 1,1

loc pΩq
for piecewise-smooth ϕ, and condition (2.12) is obtained from (2.11) via in-
tegration by parts and by using (2.13) and the piecewise-smoothness of ϕ.
Physically, condition (2.12) is owing to the conservation of mass across the
shock, and (2.13) is owing to the irrotationality. From now on, we denote
Dϕ � ν � Bνϕ � ϕν when no confusion arises.

It is well known that there are fairly many weak solutions to conservation
laws (2.5). In order to single out the physically relevant solutions, the entropy
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condition is required. A discontinuity of Dϕ satisfying the Rankine-Hugoniot
conditions (2.12)–(2.13) is called a shock if it satisfies the following physical
entropy condition:

The density function ρ increases across the discontinuity

in the pseudo-flow direction.
(2.14)

From (2.12), the entropy condition indicates that the normal derivative func-
tion ϕν on a shock always decreases across the shock in the pseudo-flow di-
rection. That is, when the pseudo-flow direction and the unit normal vector ν
are both from state p0q to p1q, then ρ1 ¡ ρ0 and ϕ1ν   ϕ0ν .

2.3 General framework and free boundary problems

Now we develop a general framework for the transonic shocks as free boundary
problems, on which we will focus our analysis in this paper.

As in Fig. 2.1, let Ω be a bounded, open, and connected set, and BΩ �
Γshock Y Γ1 Y Γ2, where the closed curve segment Γshock is a transonic shock
that separates a pseudo-supersonic constant state p0q outside Ω from a pseudo-
subsonic (non-constant) state p1q inside Ω, and Γ1 Y Γ2 is a fixed boundary
whose structure will be specified later. The dashed ball Bc0pO0q is the sonic
circle of state p0q with center O0 � pu0, v0q and radius c0. Note that Γshock is
outside of Bc0pO0q because state (0) is pseudo-supersonic on Γshock. A and B
are the endpoints of the free boundary Γshock, while τA and τB are the unit
tangent vectors pointing into the interior of Γshock at A and B, respectively.

.

Fig. 2.1 Free boundary problems

Denote v0 � pu0, v0q. Then the pseudo-potential of constant state p0q with
density ρ0 ¡ 0 has the form:

ϕ0 � �1

2
pξ � v0q2. (2.15)



8 Gui-Qiang G. Chen et al.

Let
φ :� ϕ� ϕ0.

Then we see from (2.6) that φ � ϕ� ϕ0 satisfies the following equation in Ω:

pc2 � ϕ2
ξ1qφξ1ξ1 � 2ϕξ1ϕξ2φξ1ξ2 � pc2 � ϕ2

ξ2qφξ2ξ2 � 0, (2.16)

where c � cp|Dϕ|2, ϕ, ρ0q is the sound speed, determined by (2.7). Along the
shock curve Γshock that separates the constant state (0) with pseudo-potential
ϕ0 from the non-constant state ϕ in Ω, the boundary conditions for φ are:

φ � 0, ρp|Dφ�Dϕ0|2, φ�ϕ0qDpφ�ϕ0q � ν � ρ0Dϕ0 � ν on Γshock, (2.17)

from the Rankine-Hugoniot conditions (2.12)–(2.13).
Now we state the main results of this paper. We first state the following

structural framework for domain Ω under consideration.
From now on, Γ 0 denotes the relative interior of a curve segment Γ . In

particular, Γ 0
shock is the relative interior of Γshock.

Framework (A) – The structural framework for domain Ω:

(i) Domain Ω is bounded. Its boundary BΩ is a continuous closed curve with-
out self-intersections, piecewise C1,α up to the endpoints of each smooth
part for some α P p0, 1q, and the number of smooth parts is finite.

(ii) At each corner point of BΩ, angle θ between the arcs meeting at that point
from the interior of Ω satisfies θ P p0, πq.

(iii) BΩ � ΓshockYΓ1YΓ2, where Γshock, Γ1, and Γ2 are connected and disjoint,
and both Γ 0

shock and Γ1 YΓ2 are non-empty. Moreover, if Γi � H for some
i P t1, 2u, then its relative interior is nonempty, i.e., Γ 0

i � H.
(iv) Γshock includes its endpoints A and B with corresponding unit tangent

vectors τA and τB pointing into the interior of Γshock respectively. If Γ1 �
H, then A is a common endpoint of Γshock and Γ1. If Γ2 � H, then B is a
common endpoint of Γshock and Γ2.

If τA � �τB , define the cone:

Con :� trτA � sτB : r , s P p0,8qu.
Then we have

Theorem 2.1. Assume that domain Ω satisfies Framework (A). Assume that
φ P C1pΩq X C2pΩ Y Γ 0

shockq X C3pΩq is a solution of (2.16)–(2.17), which is
not a constant state in Ω. Moreover, let φ satisfy the following conditions:

(A1) The entropy condition holds across Γshock: ρp|Dϕ|2, ϕq ¡ ρ0 and φν   0
along Γshock, where ν is the interior normal vector to Γshock, i.e., pointing
into Ω;

(A2) There exist constants C1 ¡ 0 and α1 P p0, 1q such that }φ}1�α1,Ω
¤ C1;

(A3) In Ω Y Γ 0
shock, equation (2.16) is strictly elliptic: c2 � |Dpφ� ϕ0q|2 ¡ 0;
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(A4) Γshock is C2 in its relative interior;

(A5) τA � �τB, and tP � Conu XΩ � H for any point P P Γshock;

(A6) There exists a vector e P Con such that one of the following conditions
holds:

(i) Γ1 � H, and the directional derivative φe cannot have a local maxi-
mum point on Γ 0

1 Y tAu and a local minimum point on Γ 0
2 ,

(ii) Γ2 � H, and φe cannot have a local minimum point on Γ 0
1 and a

local maximum point on Γ 0
2 Y tBu,

(iii) φe cannot have a local minimum point on Γ1 Y Γ2,
where all the local maximum or minimum points are relative to Ω.

Then the free boundary Γshock is a convex graph. That is, there exists a concave
function f P C1,αpRq in some orthonormal coordinate system pS, T q in R2 such
that

Γshock � tpS, T q : S � fpT q, TA   T   TBu,
Ω X tTA   T   TBu � tS   fpT qu (2.18)

with f P C8ppTA, TBqq, and shock Γshock is strictly convex in its relative inte-
rior in the sense that, if P � pS, T q P Γ 0

shock and f2pT q � 0, then there exists
an integer k ¡ 1, independent of the choice of the coordinate system pS, T q,
such that

f pnqpT q � 0 for n � 2, . . . , 2k � 1, f p2kqpT q   0. (2.19)

The number of the points at which f2pT q � 0 is at most finite on each compact
subset of Γ 0

shock. In particular, the free boundary Γshock cannot contain any
straight segment.

Remark 2.2. Conditions (A2) and (A5)–(A6) of Theorem 2.1 are the require-
ments on the global behavior of solutions. In fact, (A5) ensures that there is a
coordinate system in which the shock is a Lipschitz graph globally.

Remark 2.3. Condition (A6) allows us to deal with three different kinds of
boundary conditions. Moreover, at each of the endpoints of Γshock, the ellip-
ticity can be either uniform or degenerate. Some applications to each case can
be found in §7.

Remark 2.4. The assumption that φ is not a constant state means that φ
cannot be of the form: φ � a1�pa2, a3q � ξ in Ω, where aj , j � 1, 2, 3, are con-
stants. In fact, this assumption can be guaranteed by the boundary conditions
assigned along Γ1 Y Γ2 in the applications in §7.

In the next theorem, we show that, if assumptions (A1)–(A4) and (A6)
hold, then a monotonicity condition for φ near Γ 0

shock, which is slightly stronger
than condition pA5q, is the necessary and sufficient condition for the strict
convexity of shock Γshock.
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Theorem 2.2. Let Ω and φ be as in Theorem 2.1 except condition pA5q. Then
the fact that the free boundary Γshock is a strictly convex graph in the sense
of (2.18)–(2.19) in Theorem 2.1 is the necessary and sufficient condition for
the monotonicity property that φe ¡ 0 on Γ 0

shock for any unit vector e P Con,
where Γ 0

shock is the relative interior of Γshock.

Remark 2.5. Let Ω and φ be as in Theorem 2.2, including that the mono-
tonicity property (or equivalently, the strict convexity of Γshock) holds. In ad-
dition, assume that, for any unit vector e P Con and any point ξ in the fixed
boundary part Γ1 Y Γ2, φe satisfies that either φepξq ¥ 0 or φe cannot attain
its local minimum at ξ with respect to Ω. Then φe ¡ 0 in Ω Y Γ 0

shock for any
unit vector e P Con.

The proof of Remark 2.5 is given after the proof of Theorem 2.2 in §6.
Moreover, the assumptions of Remark 2.5 can be justified for the two appli-
cations: the regular shock reflection problem and the Prandtl-Meyer reflection
problem; see §7.

Furthermore, under some additional assumptions that are satisfied in the
two applications, the shock curve is uniformly convex in its relative interior in
the sense defined in the following theorem:

Theorem 2.3. Let Ω and φ be as in Theorem 2.1. Furthermore, assume that,
for any unit vector e P R2, the boundary part Γ1YΓ2 can be further decomposed
so that

(A7) Γ1 Y Γ2 � Γ̂0 Y Γ̂1 Y Γ̂2 Y Γ̂3, where some of Γ̂i may be empty, Γ̂i is
connected for each i � 0, 1, 2, 3, and all curves Γ̂i are located along BΩ
in the order of their indices, i.e., non-empty sets Γ̂j and Γ̂k, k ¡ j,
have a common endpoint if and only if either k � j � 1 or Γi � H for
all i � j � 1, . . . , k � 1. Also, the non-empty set Γ̂i with the smallest
(resp. largest) index has the common endpoint A (resp. B) with Γshock.
Moreover, if Γ̂i � H for some i P t0, 1, 2, 3u, then its relative interior is
nonempty: Γ̂ 0

i � H;

(A8) φe is constant along Γ̂0 and Γ̂3;

(A9) For i � 1, 2, if φe attains its local minimum or maximum relative to Ω
on Γ̂ 0

i , then φe is constant along Γ̂i;

(A10) One of the following two conditions holds:
(i) Either Γ̂1 � H or Γ̂2 � H;
(ii) Both Γ̂1 and Γ̂2 are non-empty, and Γ̂3 � H, so that Γ̂2 has the

common endpoint B with Γshock. At point B, the following conditions
hold:

– If νshpBq�e   0, then φe cannot attain its local maximum relative
to Ω at B,

– If νshpBq � e � 0, then φepBq � φepQ�q for the common endpoint
Q� of Γ̂1 and Γ̂2,

where νshpBq :� lim
Γ 0
shockQPÑB

νpP q, which exists since Γshock is C1 up

to B.
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Then the shock function fpT q in (2.18) satisfies that f2pT q   0 for all T P
pTA, TBq; that is, Γshock is uniformly convex on closed subsets of its relative
interior.

Remark 2.6. By (2.17) and condition (A1) of Theorem 2.1, it follows that
φ   0 in Ω near Γshock. Since Γshock is the zero level set of φ, then the following
statements hold psee also Lemma 3.2(v)q:

(i) The convexity of Γshock is equivalent to the fact that φττ ¥ 0 on Γshock.
Moreover, by (2.19), if φττ � 0 at some P P Γshock, then there exists an
integer k ¡ 1 such that

Bnτφ � 0 for n � 2, . . . , 2k � 1, Bp2kqτ φ ¡ 0 at P , (2.20)

where k is the same as in (2.19). In particular, this implies that k is
independent of the choice of the coordinate system pS, T q used in (2.18);

(ii) The conclusion of Theorem 2.3 is equivalent to the following: φττ ¡ 0
along Γ 0

shock, where Γ 0
shock is the interior points of Γshock.

Remark 2.7. If the conclusion of Theorem 2.3 holds, then the curvature of
Γshock:

κ � � f2pT q�
1� pf 1pT qq2�3{2

has a positive lower bound on any closed subset of pTA, TBq.
Remark 2.8. The definition of Γ̂0 and Γ̂3 is motivated by the observation
that φe is constant along the sonic arcs in the two shock problems; see the
applications in §7 for more details.

Remark 2.9. We can simplify (2.15) as follows: By the Galilean invariance
of the potential flow equation (2.16) (i.e., invariance with respect to the shift
of coordinates), we assume without loss of generality that v0 � p0, 0q; indeed,
this can be achieved by introducing the new coordinates ξ1 � pξ1�u0, ξ2� v0q.
Furthermore, we choose constant ρ0 in (2.4) to be the density of state p0q.
Then the pseudo-potential of state p0q is

ϕ0 � �1

2
|ξ|2. (2.21)

We will use this form in the proof of the main theorems.

Remark 2.10. Rewrite the condition: φν   0 in (A1), as Dϕ � ν   Dϕ0 � ν.
Then, replacing φ � ϕ0 by ϕ in the second equality in (2.17) and using that
ρ ¡ ρ0 by (A1) for ρ0 ¡ 0, we have

Dϕ0 � ν ¡ Dϕ � ν ¡ 0 on Γshock. (2.22)

The theorems stated above are proved in §3–§6. In §3, we first prove some
general properties of the free boundary Γshock, and then derive some addi-
tional properties from the assumptions in the theorems. In §4–§6, we employ
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all of these properties to prove Theorems 2.1–2.3. Specifically, we prove The-
orem 2.1 in §4, Theorem 2.3 in §5, and Theorem 2.2 in §6. Then, in §7, we
apply the general framework to show the convexity results for the two shock
problems: the shock reflection-diffraction problem and the Prandtl-Meyer re-
flection problem. In the appendix, we construct paths in Ω satisfying certain
properties – these paths are used in the proof of the main results.

In the rest of the paper, we use the following terminology: A statement
that a function attains a local extremum at P P BΩ means that the local
extremum is relative to Ω. In the case when the local extremum is along (or
relative to) BΩ, we always state that explicitly.

3 Basic Properties of Solutions

In this section, we list several lemmas for the solutions of the self-similar po-
tential flow equation (2.16), which will be used in the subsequent development.
Some of them have been proved in Chen-Feldman [14] for a specific geometric
situation for the shock reflection-diffraction problem. Here we list these facts
under the general conditions of Theorem 2.1 and present them in the form
convenient for the use in the general situation considered here. For many of
them, the proofs are similar to the arguments in [14], in which cases we omit
or sketch them only below for the sake of brevity.

3.1 Additional properties from (A1)–(A5)

Let φ P CpΩq X C2pΩ Y Γ 0
shockq X C3pΩq be a solution of (2.16)–(2.17). In

this subsection, we use the results of [14, Lemma 6.1.4] to show some proper-
ties as the consequences of conditions (A1)–(A5) of Theorem 2.1. First, for a
given unit constant vector e P R2, we derive the equation and the boundary
conditions for φe.

Let eK be the unit vector orthogonal to e, and let pS, T q be the coordinates
with basis te, eKu. Then equation (2.16) in the pS, T q–coordinates is

pc2 � ϕ2
SqφSS � 2ϕSϕTφST � pc2 � ϕ2

T qφTT � 0. (3.1)

Differentiating (3.1) with respect to S and using the Bernoulli law:

BSc2 � �pγ � 1qpϕSφSS � ϕTφST q,
we obtain the following equation for w � BSφ � Beφ:

pc2 � ϕ2
SqwSS � 2ϕSϕTwST �

�
c2 � ϕ2

T

�
wTT

� �BSpc2 � ϕ2
Sq � pγ � 1qϕSφTT

�
wS

� �
2BSpϕSϕT q � 2ϕTφTT � pγ � 1qϕTφTT

�
wT � 0.

(3.2)

Since the coefficients of the second-order terms of (3.2) are the same as the
ones of (3.1), we find that (3.2) is strictly elliptic in Ω Y Γ 0

shock. Using the
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regularity of φ above, we find that the coefficients of (3.2) are continuous on
ΩYΓ 0

shock. Thus, (3.2) is uniformly elliptic on compact subsets of ΩYΓ 0
shock.

For the boundary conditions along Γshock, we first have

φ � 0 along Γshock.

Thus, the unit normal vector ν and the tangent vector τ of Γshock are

ν � pν1, ν2q � Dφ

|Dφ| , τ � pτ1, τ2q � p�Bξ2φ, Bξ1φq
|Dφ| . (3.3)

Notice that, from the entropy condition – condition (A1) of Theorem 2.1, we
have

Dφ � 0, ρ ¡ ρ0 on Γshock,

so that (3.3) is well defined. Taking the tangential derivative of the second
equality in (2.17) along Γshock and using (3.3), we have

p�Bξ2φ Bξ1 � Bξ1φ Bξ2q
�pρDϕ� ρ0Dϕ0q �Dφ

� � 0 on Γshock.

From this, after a careful calculation by using equation (2.16) (see [14, Sect.
5.1.3] for details), we have

D2φrτ ,hs � 0 on Γshock, (3.4)

where D2φra, bs :� °2
i,j�1 aibjBijφ and

h � �ρ� ρ0
ρ0c2

�
ρpc2 � ϕ2

νqϕνν � pρϕ2
ν � ρ0c

2qϕττ
�
. (3.5)

Using (2.22) and conditions (A1) and (A3) of Theorem 2.1, we obtain from
(3.5) that

h � ν � �ρ� ρ0
ρ0c2

ρpc2 � ϕ2
νqϕν   0 along Γ 0

shock. (3.6)

Based on equation (3.2) and the boundary condition (3.4), we have the
following lemma.

Lemma 3.1. Let Ω be a domain with piecewise C1 boundary, and let Γshock �
BΩ be C2 in its relative interior. Let φ P C2pΩYΓ 0

shockqXC3pΩq be a solution
of (2.16) in Ω and satisfy (2.17) on Γshock, and let φ be not a constant state
in Ω. Assume also that φ satisfies conditions (A1)–(A3) of Theorem 2.1. For
a fixed unit vector e P R2 with ν � e   0, if a local minimum or maximum of
w: � Beφ in Ω is attained at P P Γ 0

shock, then φττ ¡ 0 or φττ   0, respectively,
where ν denotes the interior unit normal vector to Γshock pointing into Ω.
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Proof. First, we note that the proof of [14, Lemma 8.2.4] applies to the present
case so that the conclusion of that lemma holds:

hpP q � ke at P for some k P R.

Since ν � e   0, we follow the proof of [14, Lemma 8.2.15] to obtain that k ¡ 0
and

wν � c2

kρϕνpc2 � ϕ2
νq

�
ρ2ϕ2

νpc2 � |Dϕ|2q � ρ21c
2ϕ2

τ

�
φττ at P .

Thus, by ellipticity and (2.22), φττ has the same sign as wν . Also, w satisfies
equation (3.2), which is strictly elliptic inΩYΓ 0

shock. Then, from Hopf’s lemma,
wνpP q   0 if w attains its local maximum at P , while wνpP q ¡ 0 if w attains
its local minimum at P . Then φττ pP q   0 if w attains its local maximum at
P , while φττ pP q ¡ 0 if w attains its local minimum at P .

Next we consider the geometric shape of Γshock under the conditions listed
in Theorem 2.1.

Lemma 3.2. Let Ω be a domain with piecewise C1 boundary, and let Γshock �
BΩ be C2 in its relative interior. Let φ P CpΩqXC2pΩYΓ 0

shockqXC3pΩq be a
solution of (2.16)–(2.17). Assume also that conditions (A1)–(A5) of Theorem
2.1 are satisfied. For a unit vector e P Con, which is defined in Theorem
2.1(A5), let eK be the orthogonal unit vector to e with eK �τA ¡ 0. Let pS, T q be
the coordinates with respect to basis te, eKu, and let pSP , TP q be the coordinates
of point P in the pS, T q–coordinates. Note that TB ¡ TA since eK � τA ¡ 0.
Then there exists fe P C1,αpRq such that

(i) Γshock � tS � fepT q : TA   T   TBu, Ω � tS   fepT q : T P Ru,
A � pfepTAq, TAq, B � pfepTBq, TBq, and f P C2ppTA, TBqq;

(ii) The directions of the tangent lines to Γshock lie between τA and τB ; that
is, in the pS, T q–coordinates,

�8   τB � e
τB � eK � f 1epTBq ¤ f 1epT q ¤ f 1epTAq �

τA � e
τA � eK   8

for any T P pTA, TBq;
(iii) νpP q � e   0 for any P P Γshock;

(iv) φe ¡ 0 on Γshock;

(v) For any T P pTA, TBq,
φττ pfepT q, T q   0 ðñ f2e pT q ¡ 0,

while
φττ pfepT q, T q ¡ 0 ðñ f2e pT q   0.

Proof. By the first condition in (2.17) and the entropy condition (A1),

φ � 0, φν   0 on Γshock. (3.7)

From this, we have the following two facts:
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(a) Dφ � p0, 0q on Γshock;
(b) Combining (3.7) with assumption (A5), Dφ � e ¥ 0 on Γshock for each

e P Con.

Using facts (a)–(b) and recalling that Con denotes the open cone, we conclude
that Dφ �e ¡ 0 on Γshock for any e P Con. Then the implicit function theorem
ensures the existence of fe such that property (i) holds.

For property (ii), from the definition that eK � τA ¡ 0 and the fact that
tP � Conu X Ω � H, we find that, in the pS, T q–coordinates, for any given
T P pTA, TBq and small τ ¡ 0,

fepT q � τA � e
τA � eK τ ¥ fepT � τq ¥ fepT q � τB � e

τB � eK τ.

From this, noting that f 1epTAq � τA�e
τA�eK

and the similar expression for f 1epTBq
follow from the definition of f 1e, we obtain (ii).

Next we show (iii). From (i), ν � pf 1epT q,�1q?
1�pf 1epT qq

2
, τA � p1,f 1epTAqq?

1�pf 1epTAqq
2
, and

τB � � p1,f 1epTBqq?
1�pf 1epTBqq

2
. Since e P Con, then e � s1p1, f 1epTAqq � s2p1, f 1epTBqq

for some s1, s2 ¡ 0. Also, the condition that τA � �τB in (A5) implies that
f 1epTAq � f 1epTBq. Then

ν � e � 1a
1� pf 1epT qq2

�
s1pf 1epT q � f 1epTAqq � s2pf 1epTBq � f 1epT qq

�   0,

where we have used (ii) and the fact that f 1epTAq � f 1epTBq to obtain the last
inequality. Now (iii) is proved.

To show property (iv), we notice that, along Γshock, φτ � 0, φν   0 by
assumption (A1) of Theorem 2.1, and ν � e   0 by (iii). Therefore, φe �
pν � eqφν ¡ 0, which is (iv).

Finally, property (v) follows from the boundary conditions along Γshock.
More precisely, in the pS, T q–coordinates, differentiating twice with respect to
T in the equation: φpfepT q, T q � 0, and using that φτ � 0 and φe � 0 along
Γshock by property (iv), we have

f2e pT q � �D
2φrDKφ,DKφs

pφeq3 pfepT q, T q � �φ
2
νφττ
φ3e

pfepT q, T q. (3.8)

Now property (v) directly follows from (3.8) and properties (iii)–(iv). This
completes the proof.

In order to show Lemma 3.4 below, we first note the following property of
solutions of the potential flow equation:

Lemma 3.3 ([14], Lemma 6.1.4). Let Ω � R2 be open, and let Ω be divided by
a smooth curve S into two subdomains Ω� and Ω�. Let ϕ P C0,1pΩq be a weak
solution in Ω as defined in Definition 2.1 such that ϕ P C2pΩ�qXC1pΩ�YSq.
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Denote ϕ� :� ϕ
��
Ω�

. Suppose that ϕ is a constant state in Ω� with density ρ�
and sound speed c�, that is,

ϕ�pξq � �1

2
|ξ|2 � v� � ξ �A�,

where v� is a constant vector and A� is a constant. Let Pk P S, for k � 1, 2,
be such that

(i) ϕ� is supersonic at Pk: |Dϕ�| ¡ c� :� cp|Dϕ�|2, ϕ�, ρ0q at Pk;

(ii) Dϕ� � ν ¡ Dϕ� � ν ¡ 0 at Pk, where ν is the unit normal vector to S
oriented from Ω� to Ω�;

(iii) For the tangent line LPk to S at Pk, k � 1, 2, LP1
is parallel to LP2

with
νpP1q � νpP2q;

(iv) dpP1q ¡ dpP2q, where dpPkq is the distance between line LPk and center
O� � v� of the sonic circle of state ϕ� for each k � 1, 2.

Then

φ�ν pP1q   φ�ν pP2q,
where φ�pξq � 1

2 |ξ|2 � ϕ�pξq.
Now we prove a technical fact used in the main argument of the paper.

Lemma 3.4. Let Ω, Γshock, and φ be as in Lemma 3.2. For the unit vector
e P Con, let pS, T q be the coordinates defined in Lemma 3.2, and let fe be
the function from Lemma 3.2(i). Assume that, for two different points P �
pT, fepT qq and P1 � pT1, fepT1qq on Γshock,

fepT q ¡ fepT1q � f 1epT qpT � T1q, f 1epT q � f 1epT1q.

Then

(i) dpP q :� distpO0, LP q ¡ distpO0, LP1
q �: dpP1q, where O0 is the center of

sonic circle of state p0q, and LP and LP1
are the tangent lines of Γshock

at P and P1, respectively.

(ii) φepP q ¡ φepP1q.

Proof. First, since f 1epT q � f 1epT1q, denote ν :� νpP q � νpP1q and τ :�
τ pP q � τ pP1q. In addition,

dpP q � distpO0, LP q � PO0 � ν, dpP1q � distpO0, LP1
q � P1O0 � ν.

Therefore, it suffices to find the expression of vector PO0 in terms of vector
P1O0.

From the definition of the pS, T q–coordinates and the shock function fe in
the previous lemmas, we have

pT, fepT qq � pT1, fepT1qq �
�
fepT q � fepT1q

�
e� pT � T1qeK,
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so that

pT, fepT qq � pT1, fepT1qq �
�
fepT q � fepT1q � f 1epT1qpT � T1q

�
e

� pT � T1q
�
eK � f 1epT1qe

�
. (3.9)

Since
�
eK � f 1epT1qe

� � ν � 0,

PO0�ν �
�
O0�pT, fepT qq

��ν � P1O0�ν�
�
fepT q�fepT1q�f 1epT1qpT�T1q

�
e�ν.

From Lemma 3.2(iii) and the fact that fepT q ¡ fepT1q � f 1epT1qpT � T1q, we
conclude that PO0 � ν ¡ P1O0 � ν. This implies

dpP q � distpO0, LP q ¡ distpO0, LP1
q � dpP1q.

Then (i) is proved.

Now we prove (ii). By (i) and Lemma 3.3,

φνpP q   φνpP1q.
Also, Bτφ � 0 on Γshock by the first condition in (2.17). Thus, BτφpP q �
BτφpP1q � 0. Then, using e � ν   0, we obtain

DφpP q � e � BνφpP qν � e ¡ BνφpP1qν � e � DφpP1q � e,
which is (ii).

3.2 Real analyticity of the shock and related properties

In this subsection, we show that the shock, Γ 0
shock, is real analytic and φ is real

analytic in Ω Y Γ 0
shock. To see that, we note that the free boundary problem

(2.5) and (2.12)–(2.13) can be written in terms of φ � ϕ � ϕ0 with ν � Dφ
|Dφ|

in the form:

NpD2φ,Dφ, φ, ξq � 0 in Ω, (3.10)

MpDφ, φ, ξq � 0 on Γshock, (3.11)

φ � 0 on Γshock, (3.12)

where, for pr,p, z, ξq P S2�2 � R2 � R�Ω with S2�2 as the set of symmetric
2� 2 matrices,

Npr,p, z, ξq :� �
c2 � pp1 � ξ1q2

�
r11 � 2pp1 � ξ1qpp2 � ξ2qr12

� �
c2 � pp2 � ξ2q2

�
r22, (3.13)

Mpp, z, ξq :� �
ρpp, z, ξqpp�Dϕ0q � ρ0Dϕ0

� � p

|p| (3.14)

with

c2pp, z, ξq � ργ�1
0 � pγ � 1q�z � ξ � p� 1

2
|p|2�, ρpp, z, ξq � cpp, z, ξq 2

γ�1 .
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Equation (3.10) is quasilinear, so that its ellipticity depends only on pp, z, ξq.
By assumption, the equation is strictly elliptic on solution φ, i.e., for pp, z, ξq �
pDφpP q, φpP q, P q for all P P Ω Y Γ 0

shock.
Furthermore, it is easy to check by an explicit calculation that the ellipticity

of the equation and the fact that ν � Dφ
|Dφ| on Γ 0

shock imply the obliqueness of

the boundary condition (3.11) on Γ 0
shock for solution φ:

DpMpDφ, φ, ξq � ν ¡ 0 on Γ 0
shock.

Moreover, from the explicit expressions, Npr,p, z, ξq is real analytic on
S2�2 � R2 � R�Ω, and Mpp, z, ξq is real analytic on

tpp, z, ξq : ργ�1
0 � pγ � 1q�z � ξ � p� 1

2
|p|2� ¡ 0u.

Since ϕ0 is pseudo-supersonic, ϕ is pseudo-subsonic on Γshock, and conditions
(2.12)–(2.13) hold, we have

ρpDφ, φ, ξq ¡ ρ0 for all ξ P Γshock,

so that

ργ�1
0 � pγ � 1q�z � ξ � p� 1

2
|p|2� ¡ ργ�1

0

for all pp, z, ξq � pDφpξq, φpξq, ξq with ξ P Γshock. That is, Mpp, z, ξq is real
analytic in an open set containing pp, z, ξq � pDφpξq, φpξq, ξq for all ξ P Γshock.

Then, by Theorem 2 in Kinderlehrer-Nirenberg [30], we have the following
lemma:

Lemma 3.5. Let Ω, Γshock, and φ be as in Lemma 3.2. Then Γ 0
shock is real

analytic in its relative interior; in particular, fe is real analytic on pTA, TBq
for any e P Con. Moreover, φ is real analytic in Ω up to Γ 0

shock.

We remark here that the assertion on the analyticity of the solution up to
the free boundary is not listed in the formulation of Theorem 2 in [30], but is
shown in its proof.

Now we show the following fact that will be repeatedly used for subsequent
development.

Lemma 3.6. Let Ω, Γshock, and φ be as in Lemma 3.2. Assume that φ is not
a constant state in Ω. Let e P Con, and let TA, TB, and fe be from Lemma
3.2(i). Then, for any TP P pTA, TBq, there exists an integer k ¥ 2 such that

f
pkq
e pTP q � 0.

Proof. In this proof, we use equation (3.4) in the pS, T q–coordinates with basis
tν, τ u � tνpP q, τ pP qu (constant vectors).

We argue by a contradiction. Assume that P � pfepTP q, TP q P Γ 0
shock is

such that f
piq
e pTP q � 0 for all i ¡ 1. From (3.8) and its derivatives with respect

to T , we use assumption (A1) of Theorem 2.1 to obtain

BiτφpP q � 0 for all i ¡ 1.
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Writing (3.4) in the coordinates with the basis of the normal vector ν
and tangent vector τ on Γshock at P , and writing vector h given in (3.5) as
h � hνν � hττ , we have

hτφττ � hνφντ � 0 at P . (3.15)

From (3.6), hν � h � ν   0 at P so that φττ � 0 implies that φντ � 0.
Now, from equation (3.1) and assumption (A3) of Theorem 2.1, we obtain
that φνν � 0, so that

φττ � φντ � φνν � 0 at P . (3.16)

Continuing inductively with respect to order k of differentiation, we fix
k ¡ 2, and assume that DjφpP q � 0 for j � 2, . . . , k � 1. With this, taking
the pk � 1q-th tangential derivative of (3.4), we obtain

hτBkτφ� hνBk�1
τ Bνφ � 0 at P .

Thus, from BkτφpP q � 0, we have

Bk�1
τ Bνφ � 0 at P .

Then, using the Bk�2
T –derivative of equation (3.1), we see that Bk�2

τ B2νφpP q �
0. Furthermore, using the Bk�3

T BS–derivative of equation (3.1), we see that
Bk�3
τ B3νφpP q � 0, etc. Thus, we obtain that all the derivatives of φ of order

two and higher are zero at P . Now, from the analyticity of φ up to Γ 0
shock Q P ,

we conclude that φ is linear in the whole domain Ω, which is a contradiction
to the condition of Theorem 2.1 that ϕ is not a constant state.

3.3 Minimal and maximal chains: Existence and properties

In this subsection, we assume that Ω � R2 is open, bounded, and connected,
and that BΩ is a continuous curve, piecewise C1,α up to the endpoints of each
smooth part and has a finite number of smooth parts. Moreover, at each corner
point of BΩ, angle θ between the arcs meeting at that point from the interior
of Ω satisfies θ P p0, πq. Note that Theorem 2.1 requires all these conditions.

Let φ P CpΩq X C2pΩ Y Γ 0
shockq X C3pΩq be a solution of equation (2.16)

in Ω satisfying conditions (A2)–(A3) of Theorem 2.1. Let e P R2 be a unit
vector.

Definition 3.7. Let E1, E2 P BΩ. We say that points E1 and E2 are connected
by a minimal (resp. maximal) chain with radius r if there exist r ¡ 0, integer
k1 ¥ 1, and a chain of balls tBrpCiquk1i�0 such that

(a) C0 � E1, Ck1 � E2, and Ci P Ω for i � 0, . . . , k1;

(b) Ci�1 P BrpCiq XΩ for i � 0, . . . , k1 � 1;

(c) φepCi�1q � min
BrpCiqXΩ

φe   φepCiq (resp. φepCi�1q � max
BrpCiqXΩ

φe ¡ φepCiq)
for i � 0, . . . , k1 � 1;
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(d) φepCk1q � min
BrpCk1 qXΩ

φe (resp. φepCk1q � max
BrpCk1 qXΩ

φe).

For such a chain, we also use the following terminology: The chain starts at
E1 and ends at E2, or the chain is from E1 to E2.

Remark 3.8. This definition does not rule out the possibility that BrpCiq X
BΩ � H, or even Ci P BΩ, for some or all i � 0, . . . , k1 � 1.

Remark 3.9. Radius r is a parameter in the definition of minimal or maximal
chains. We do not fix r at this point. In the proof of Theorems 2.1–2.3, the radii
will be determined for various chains in such a way that Lemmas 3.14–3.18
below can be applied.

We now consider the minimal and maximal chains for φe in Ω. In the
results of these subsections, all the constants depend on the parameters in
the conditions listed above, i.e., the C1,α–norm of the smooth parts of BΩ,
the angles at the corner points, and }φ}C1,αpΩq, in addition to the further
parameters listed in the statements.

We first show that the chains with sufficiently small radius are connected
sets.

Lemma 3.10. There exists r� ¡ 0, depending only on the C1,α–norms of the
smooth parts of BΩ and angles θ P p0, πq in the corner points, such that, for
any E P Ω and r P p0, r�s,

(i) BrpEq XΩ is connected;

(ii) For any G P BrpEq XΩ, BrpEq XBrpGq XΩ is nonempty.

Proof. We only sketch the argument, since the details are standard.

We first prove (i). Denote Qr :� p�Lr, Lrq � p�r, rq. The conditions on
BΩ imply that there exist L,N ¡ 4 such that, for any sufficiently small r ¡ 0,
the following facts hold:

(a) If P P BΩ has the distance at least Nr from the corner points of BΩ, then,
in some orthonormal coordinate system in R2 with the origin at P ,

Ω XQ2r � tps, tq P Q2r : s ¡ gptqu,
BΩ XQ2r � tps, tq P Q2r : s � gptqu (3.17)

for some g P C1,αpRq with gp0q � g1p0q � 0;

(b) If P P BΩ is a corner point, then, in some orthonormal coordinate system
in R2 with the origin at P ,

Ω XQ4Nr � tps, tq P Q4Nr : s ¡ maxpg1ptq, g2ptqqu,
BΩ XQ4Nr � tps, tq P Q4Nr : s � maxpg1ptq, g2ptqqu

(3.18)

for some g1 and g2 satisfying

g1, g2 P C1,αpRq, g1p0q � g2p0q � 0, g11p0q   0, g12p0q ¡ 0,

g1ptq ¡ g2ptq for t   0, g1ptq   g2ptq for t ¡ 0.
(3.19)

Note that, in order to obtain (3.18)–(3.19), we use the condition that angle
θ at P satisfies θ P p0, πq.
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Let E P Ω. Without loss of generality, we assume that distpE, BΩq   r;
otherwise, (i) already holds.

The first case is that the distance from E to the corner points is at least
2Nr. Then, denoting by P the nearest point on BΩ to E, it follows that P
satisfies the condition for Case (a) above, so that P is the unique nearest
point on BΩ to E, and E � ps�, 0q with s� P r0, rq in the coordinate system
described in (a) above. Then, denoting f�ptq :� s��?r2 � t2 on r�r, rs, and
using that |g1ptq| ¤ Ctα and |gptq| ¤ Ct1�α on r�r, rs for C depending on the
C1,α–norm of the smooth parts of BΩ, we obtain that, if r is small, there exist
t� P p 9

10r, rs and t� P r�r,� 9
10rq such that

f� ¡ g on pt�, t�q, f�   g on r�r, rszrt�, t�s, (3.20)

where the last set is empty if t� � �r, and

Ω XBrpEq � tps, tq : maxpf�ptq, gptqq   s   f�ptq, t�   t   t�u, (3.21)

which is a connected set, by the first inequality in (3.20) and the fact that
f�   f� in p�r, rq.

In the other case, when the distance from E to the corner points is smaller
than 2Nr, we argue similarly by using the coordinates described in Case (b)
above, related to the corner point P that is the nearest to E. The existence of
such a coordinate system and the fact that distpE,P q   2Nr also imply that
the nearest corner P is unique for E. Then, in these coordinates,

E � ps�, t�q P Ω XQ2Nr.

Let

Ωpkq :� ts ¡ gpkqptq, t P Ru, Γ pkq :� ts � gpkqptq, t P Ru for k � 1, 2.

Then, by (3.18),
Ω XQ4Nr � Ωp1q XΩp2q XQ4Nr. (3.22)

If r is sufficiently small, we deduce from (3.19) that there exists λ P p0, 1q
such that

�λ�1 ¤ g11ptq ¤ �λ, λ ¤ g12ptq ¤ λ�1 for all t P p�4Nr, 4Nrq. (3.23)

Let P pkq � pspkq, tpkqq be the nearest point to E on Γ pkq. Then P pkq P
Γ pkq XQ2Nr.

Assume that distpE,Γ p1qq   r, which implies that E P BrpP p1qq. Using
(3.23), g11ptp1qq   0. Then, reducing r depending on the C1,α–norm of g1,
rotating the coordinate system ps, tq by angle arctanp|g11ptp1qq|q clockwise, and
shifting the origin into P p1q, we conclude that, in the resulting coordinate
system pS, T q,

Ωp1q XQr � tpS, T q P Qr : S ¡ GpT qu,
Γ p1q XQr � tpS, T q P Qr : S � GpT qu,
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for some G P C1,αpRq with Gp0q � G1p0q � 0, which is similar to (3.17).
Then, arguing as in Case (a), we obtain an expression similar to (3.21) for
Ωp1qXBrpEq in the pS, T q–coordinates. Changing back to the ps, tq–coordinates
and possibly further reducing r depending on λ, we obtain the existence of
t� P rt� � r, t�q such that

f� ¡ g1 on pt�, t� � rq, f�   g1 on rt� � r, t� � rszrt�, t� � rs, (3.24)

where the last set is empty if t� � t� � r, and

Ωp1q XBrpEq � tps, tq : maxpf�ptq, g1ptqq   s   f�ptq, t�   t   t� � ru,
(3.25)

where f�ptq :� s� �a
r2 � pt� t�q2 on rt� � r, t� � rs. Note that (3.25) also

holds if distpE,Γ p1qq ¥ r: Indeed, in this case, Ωp1q X BrpEq � BrpEq and
g1ptq ¤ f�ptq on rt� � r, t� � rs, so that (3.25) holds with t� � t� � r.

By a similar argument, we show the existence of t� P pt�, t�� rs such that

f� ¡ g2 on pt� � r, t�q, f�   g2 on rt� � r, t� � rszrt� � r, t�s, (3.26)

where the last set is empty if t� � t� � r, and

Ωp2q XBrpEq � tps, tq : maxpf�ptq, g2ptqq   s   f�ptq, t� � r   t   t�u.
(3.27)

From (3.22), (3.25), and (3.27), we obtain

Ω XBrpEq � tps, tq : maxpf�ptq, g1ptq, g2ptqq   s   f�ptq, t�   t   t�u,
(3.28)

which is a connected set, by the first inequalities in (3.24) and (3.26) and the
fact that f�   f� in pt� � r, t� � rq.

Now we prove assertion (ii). We can assume that G P BrpEq X BΩ; other-
wise, (ii) already holds. Then we again consider two cases, as above, and use
expressions (3.21) and (3.28) to conclude the proof.

Remark 3.11. The condition that the interior angles θ at the corner points
of BΩ satisfy θ P p0, πq is necessary for Lemma 3.10. Indeed, let θ P pπ, 2πq at
some corner Q P BΩ. For simplicity, consider first the case when BΩXB5RpQq
consists of two straight lines intersecting at Q for some R ¡ 0. Then it is easy
to see that, for any E P BΩ with d :� distpE,Qq P p0, Rs, BrpEq X Ω is
not connected for all r P pd sinp2π � θq, dq. With the assumption that BΩ is
piecewise C1,α up to the corner points (without assumption that BΩXB5RpQq
is piecewise-linear), the same is true for all r P pd1, dq for some d1 P pd sinp2π�
θq, dq if d is sufficiently small.

Lemma 3.12. There exists r� ¡ 0 such that any chain in Definition 3.7 with
r P p0, r�q satisfies

(i)
k1¤
i�0

�
BrpCiq XΩ

�
is connected;
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(ii) There exists a continuous curve S with endpoints C0 and Ck1 such that

S0 �
k1¤
i�0

�
BrpCiq XΩ

�
, distpSr, BΩq ¡ 0 for all r ¡ 0,

where Sr � Sz�BrpC0q YBrpCk1q
�
, and S0 denotes the open curve that

does not include the endpoints. More precisely, S � gpr0, 1sq, where g P
Cpr0, 1s;R2q and is locally Lipschitz on p0, 1q with gp0q � C0, gp1q � Ck1 ,

and gptq P
k1¤
i�0

�
BrpCiq XΩ

�
for all t P p0, 1q.

Proof. We use r� in Lemma 3.10. We prove (i) by induction: We first note
that BrpC1q X Ω is connected by Lemma 3.10(i). Suppose that, for m P
t1, 2, . . . , k1 � 1u, Am �

m¤
i�0

�
BrpCiq XΩ

�
is connected. We note that Am

has a nonempty intersection with BrpCm�1q X Ω by Definition 3.7(b) and
Lemma 3.10(ii). Also, BrpCm�1q XΩ is a connected set. Then it follows that
m�1¤
i�0

�
BrpCiq XΩ

�
is connected. This proves (i).

Assertion (ii) with reduced r� follows from Lemmas A.1 and A.3.

Remark 3.13. Lemma 3.12(ii) implies that S0 lies in the interior of Ω.

Now we show the existence of minimal (resp. maximal) chains. We use r�

from Lemma 3.12 from now on.

Lemma 3.14. If E1 P BΩ and is not a local minimum point (resp. maximum
point) of φe with respect to Ω, then, for any r P p0, r�q, there exists a minimal
(resp. maximal) chain tGiuk1i�0 for φe of radius r in the sense of Definition
3.7, starting at E1, i.e., G0 � E1. Moreover, Gk1 P BΩ is a local minimum
(resp. maximum) point of φe with respect to Ω, and φepGk1q   φepE1q (resp.
φepGk1q ¡ φepE1q).

Proof. We discuss only the case of the minimal chain, since the case of the
maximal chain can be considered similarly. Thus, E1 is not a local minimum
point of φe with respect to Ω.

Let G0 � E1. Choose Gi�1 to be the point such that the minimum of
w � φe in BrpGiq X Ω is attained at Gi�1, provided that wpGi�1q   wpGiq;
otherwise (i.e., if the minimum of w � φe in Br1pGiq X Ω is attained at Gi

itself), the process ends and we set k1 :� i.

In order to show that tGiuk1i�0 is a minimal chain for r P p0, r�q, it suffices
to show that Gk1 P BΩ and that k1 is positive and finite. These can be seen
as follows:

(i) Since G0 � E1 is not a local minimum point relative to Ω, it follows that
G1 � G0 so that k1 ¥ 1 and φepG0q   φepG1q.
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(ii) There is only a finite number of tGiu. Indeed, on the contrary, since
domain Ω is bounded, there exists a subsequence tGimu such that Gim Ñ
Ĉ as m Ñ 8, where Ĉ is a point lying in Ω. Thus, for any ε   r, there
is a large number N such that, for any j, m ¡ N , disttGij , Gimu   ε.
On the other hand, by construction, for any j   i � 1, Gi cannot lie in
the ball centering at Gj with radius r so that disttGi, Gju ¥ r for any
j   i� 1. This is a contradiction.

(iii) Gk1 P BΩ. Otherwise, Gk1 P Ω is an interior local minimum point of
φe, which contradicts the strong maximum principle, since φe satisfies
equation (3.2) that is strictly elliptic in Ω, and φe is not constant in Ω
by the assumption that ϕ is not a uniform state.

Therefore, tGiuk1i�0 is a minimal chain with Gk1 P BΩ. Also, from the
construction, Gk1 is a local minimum point of w with respect to Ω with
wpGk1q   wpE1q.
Lemma 3.15. For any δ ¡ 0, there exists r�1 P p0, r�s such that the following
holds: Let C � BΩ be connected, let E1 and E2 be the endpoints of C, and let
there be a minimal chain tEiuk1i�0 of radius r1 P p0, r�1 s which starts at E1 and
ends at E2, and H1 P C0 � CztE1, E2u such that

φepH1q ¥ φepE1q � δ.

Then, for any r2 P p0, r1s, any maximal chain tHjuk2j�0 of radius r2 starting

from H1 satisfies Hk2 P C0, where C0 denotes the relative interior of curve C
as before.

Proof. Using the bound: }φ}1�α1,Ω
¤ C by condition (A2) of Theorem 2.1, we

can find a radius r�1 P p0, r�s small enough such that

osc
B
r�1

pP qXΩ
φe ¤ δ

4
for all P P Ω.

We fix this r�1 and assume that the minimal chain tEiuk1i�0 from E1 to E2 is
of radius r1 P p0, r�1 s.

Recall that, from Definition 3.7 for the minimal and maximal chains,
φepE1q ¡ φepEiq for i � 1, . . . , k1, and φepH1q   φepHjq for j � 1, . . . , k2.
Then, for each i � 0, . . . , k1, and j � 0, . . . , k2,

min
Br1 pH

jqXΩ
φe ¡ φepHjq � δ

2
¥ φepH1q � δ

2

¥ φepE1q � δ

2
¥ φepEiq � δ

2
¡ max
Br1 pE

iqXΩ
φe � δ

4
,

where we have used that E1 � E0, H1 � H0, and 0   r1 ¤ r�1 . Then

Br1pHjq XΩXBr1pEiq XΩ � H for each i � 0, . . . , k1, and j � 0, . . . , k2.
(3.29)
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From this, we have

Br1pHjq XΩ � ΩzΛ for each j � 1, . . . , k2,

where Λ :� �k1
i�0Br1pEiq XΩ.

Since Br1pH1q XΩ is a connected set, then one of connected components
of set ΩzΛ contains Br1pH1q XΩ. We denote this component by K1. Since Ω
is a connected set, then it follows from (3.29) and Lemma 3.12(i) applied to
chain tHju that

k2¤
j�0

Br2pHjq XΩ � K1.

Thus, Hk2 P BK1 X BΩ. It remains to show that BK1 X BΩ lies within C.

Notice that H1 P BK1XC so that BK1XC � H. Also, K1 is a connected set
with K1 XΛ � H. From Lemma 3.12(ii) applied to chain tEiu, we obtain the
existence of a continuous curve S � Λ connecting E1 to E2 with the properties
listed in Lemma 3.12(ii). Combining these properties with Remark 3.13, we
see that K1 � Ω1, where Ω1 is the open region bounded by curves S and C.
Notice that Ω1 � Ω. Thus, BK1XBΩ lies within BΩ1XBΩ � C, which implies
that Hk2 P C. Moreover, the definition of minimal and maximal chains and
our assumptions in this lemma imply

φepHk2q ¡ φepH1q ¡ φepE1q ¡ φepE2q.

Thus, Hk2 P C0.

Remark 3.16. In Lemma 3.15, we have not discussed the existence of the
maximal chain tHjuk2j�0 of radius r2 starting from H1. If H1 is not a local

maximum point of φe with respect to Ω, such an existence follows from Lemma
3.14.

We also have a version of Lemma 3.15 in which the roles of minimal and
maximal chains are interchanged:

Lemma 3.17. For any δ ¡ 0, there exists r�1 P p0, r�s such that the following
holds: Let C � BΩ be connected, let E1 and E2 be the endpoints of C, and let
there exist a maximal chain tEiuk1i�0 of radius r1 P p0, r�1 s which starts at E1

and ends at E2, and H1 P C0 such that

φepH1q ¤ φepE1q � δ.

Then, for any r2 P p0, r1s, any minimal chain tHjuk2j�0 of radius r2, starting

from H1, satisfies that Hk2 P C0.

The proof follows the argument of Lemma 3.15 with the changes resulting
from switching between the minimal and maximal chains and the correspond-
ingly reversed signs in the inequalities.
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Lemma 3.18. For any r1 P p0, r�s, there exists r�2 � r�2 pr1q P p0, r�s such that
the following holds: Let C � BΩ be connected, let E1 and E2 be the endpoints
of C, let there exist a minimal chain tEiuk1i�0 of radius r1 P p0, r�s which starts
at E1 and ends at E2, and let there exist H1 P C0 such that

φepH1q   φepE2q.
Then, for any r2 P p0, r�2 s, any minimal chain tHjuk2j�0 of radius r2, starting

from H1, satisfies that Hk2 P C0.

Proof. As in the proof of Lemma 3.15, we need to show (3.29). Set δ � φepE2q�
φepH1q. Then δ ¡ 0.

Using condition (A2) of Theorem 2.1, we can find a radius r�2 P p0, r�s small
enough such that osc

B
r�2

pP qXΩ
φe ¤ δ

4 for all P P Ω. We fix this r�2 and assume

that the minimal chain tHjuk2j�0 starting at H1 is of radius r2 P p0, r�2 s. Then,
using properties (c)–(d) in Definition 3.7 for the minimal chains, we have

φepE2q � φepEk1q � min
Br1 pE

k1 qXΩ

φe   φepEk1�1q � min
Br1 pE

k1�1qXΩ

φe   � � � ,

that is,
φepE2q ¤ min

Br1 pE
iqXΩ

φe for i � 0, . . . , k1.

Then, for i � 0, . . . , k1 and j � 0, . . . , k2,

max
Br2 pH

jqXΩ
φe ¤ φepHjq � δ

2
¤ φepH1q � δ

2
� φepE2q � δ

2
¤ min
Br1 pE

iqXΩ
φe � δ

2
.

This implies (3.29). Then the rest of the proof of Lemma 3.15 applies without
changes.

4 Proof of Theorem 2.1

In this section, we first prove Theorem 2.1, based on the lemmas obtained in
§3.

We use the pS, T q–coordinates from Lemma 3.2 for a unit vector e P Con
chosen below so that it suffices to prove that the graph of f2e is concave:

f2e pT q ¤ 0 for all T P pTA, TBq,
and satisfies the strict convexity in the sense of Theorem 2.1.

In the following, we denote all the points on Γshock with respect to T ; that
is, for any point P P Γshock, there exists TP such that P � pfepTP q, TP q in the
pS, T q–coordinates.

The proof of Theorem 2.1 consists of the following four steps, where the
non-strict concavity of f2e is shown in Steps 1–3, while the strict convexity is
shown in Step 4:
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Step 1. For any fixed e P Con, if there exists P̂ P Γ 0
shock with f2e pTP̂ q ¡ 0, we

prove the existence of a point C P Γ 0
shock, depending on e, such that

f2e pTCq ¥ 0, and C is a local minimum point of φe along Γshock, but
C is not a local minimum point of φe relative to Ω.

Step 2. We fix e P Con to be the vector from condition (A6). Then we prove
the existence of C1 P Γ 0

shock such that there exists a minimal chain
with radius r1 from C to C1.

Step 3. Let e P Con be the same as in Step 2. We show that the existence of
points C and C1 described above yields a contradiction, from which we
conclude that there is no P̂ P Γ 0

shock with f2e pTP̂ q ¡ 0. More precisely,
it will be proved by showing the following facts:

– Let A2 be a maximum point of φe along Γshock lying between points
C and C1. Then A2 is a local maximum point of φe relative to Ω,
and there is no point between C and C1 on Γshock such that the
tangent line at this point is parallel to the one at A2.

– Between C and A2, or between C1 and A2, there exists a local
minimum point C2 of φe along Γshock such that C2 � C, or C2 �
C1, and C2 is not a local minimum point of φe relative to domain
Ω.

– Then, by applying the results on the minimal chains obtained in
§3.3 and the facts obtained above in this step, and iterating these
arguments, we can conclude our contradiction argument.

Step 4. Fix e P Con. We show that, for every P P Γ 0
shock, either f2e pTP q   0

or there exists an even integer k ¡ 2 such that f
piq
e pTP q � 0 for all

i � 2, . . . , k� 1, and f
pkq
e pTP q   0. This proves the strict convexity of

the shock. We also note that k is independent of the choice of e P Con,
since, by Lemma 3.2, the above property is equivalent to the facts that
BiτφpP q � 0 for all i � 2, . . . , k � 1, and BkτφpP q ¡ 0.

Now we follow these steps to prove Theorem 2.1 in the rest of this section.

4.1 Step 1: Existence of a local minimum point C P Γ 0
shock along Γshock in

the convex part.

We choose any e P Con and keep it fixed through Step 1. Assume that

There exists a point P̂ P Γ 0
shock such that f2e pTP̂ q ¡ 0. (4.1)

Then, in this step, we prove that there exist points Â, B̂, C P Γ 0
shock such that

TC P pTÂ, TB̂q with f2e pTCq ¥ 0, f2e pT q   0 for all T P pTÂ, TB̂q which are
sufficiently close to TÂ and TB̂ , and

φepCq � min
TPrTÂ,TB̂s

φepfepT q, T q.



28 Gui-Qiang G. Chen et al.

Moreover, the minimum at C is strict in the sense that

φepfepT q, T q ¡ φepCq for all T P pTÂ, TB̂q with f2e pT q   0.

Lemma 4.1. Let

I� :� I�pP̂ q � pTA� , TB�q
be the maximal interval satisfying

– I� � pTA, TBq,
– TP̂ P I�,

– f2e pTP q ¥ 0 for all TP P I�,

– Maximality: If pTP1 , TP2q � pTA, TBq such that P̂ P pTP1 , TP2q and
f2e pTP q ¥ 0 for all TP P pTP1 , TP2q, then pTP1 , TP2q � I�.

Note that such I� exists and is nonempty because P̂ P Γ 0
shock and f2e pTP̂ q ¡ 0.

Then

(i) TA   TA�   TB�   TB ,

(ii) f 1epTA�q   f 1epTP̂ q   f 1epTB�q and f 1epTA�q ¤ f 1epT q ¤ f 1epTB�q for all
T P I�,

(iii) There exists an open interval J� � pTA, TBq such that rTA� , TB�s � J�

and

f2e pT q   0, f 1epTA�q ¤ f 1epT q ¤ f 1epTB�q for all T P J�zI�, (4.2)

where J�zI� is non-empty, since I� � J� and J� is open.

Proof. Assume that TA� � TA. By the definition of I�, fe is convex on I�.
From condition (A4) of Theorem 2.1, fe P C2ppTA, TBqq X C1,αprTA, TBsq.
Combining these facts with f2e pTP̂ q ¡ 0, we have

fepTP̂ q ¡ fepTAq � f 1epTAqpTP̂ � TAq.
By Lemma 3.2(i), this implies that pA � Conq X Ω � H, which contradicts
(A5). Then TA� ¡ TA. Similarly, TB�   TB . This proves (i).

Property (ii) follows directly from the definition of I� and the fact that
f2e pTP̂ q ¡ 0, by combining with regularity fe P C2ppTA, TBqq.

It remains to show (iii). We first show that

there exists TÂ1
P rTA, TA�q such that f2e   0 on pTÂ1

, TA�q, (4.3)

where TA   TA� by (i). Suppose (4.3) is false, then there exists a sequence
tT�i u � pTA, TA�q such that limiÑ8 T

�
i � TA� and f2e pT�i q ¥ 0 for all i.

Also, from the maximality part in the definition of I�, there exists a sequence
tT�i u � pTA, TA�q such that limiÑ8 T

�
i � TA� and f2e pT�i q   0 for all i. From

this, using the regularity of fe in Lemma 3.5, it is easy to see that f
pkq
e pA�q � 0

for k � 2, 3, . . . , which contradicts Lemma 3.6. This proves (4.3).
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Moreover, by property (ii), there exists TÂ P rTÂ1
, TA�q satisfying f 1epTÂq ¤

f 1epTB�q. Now, since f2e   0 on pTÂ1
, TA�q, we obtain that f2e pT q   0 and

f 1epTA�q   f 1epT q ¤ f 1epTB�q for all T P pTÂ, TA�q.
Similarly, we show that there exists TB̂ P pTB� , TBs such that f2e pT q   0

and f 1epTA�q ¤ f 1epT q   f 1epTB�q for all T P pTB� , TB̂q.
Now (iii) is proved with J� � pTÂ, TB̂q.

Clearly, the interval, J�, satisfying the properties in Lemma 4.1(iii) is non-
unique. From now on, we choose and fix an interval:

J� � pTÂ, TB̂q (4.4)

satisfying the properties stated in Lemma 4.1(iii).
Now we show the existence of a local minimum point C P I� along Γshock.

Proposition 4.2. Set

w :� φe.

Then

(i) There exists TC P I� such that

wpCq � min
rTÂ,TB̂s

wpfepT q, T q;

(ii) C P Γ 0
shock with f2e pTCq ¥ 0;

(iii) Furthermore,

wpP q ¡ wpCq for all TP P pTÂ, TB̂qzrTA� , TB�s.

Proof. Let J� be the open interval from (4.4), which satisfies the properties
in Lemma 4.1(iii). Also, recall that I� � rTA�, TB�s. Then, from (i) and (iii)
of Lemma 4.1, we obtain that TÂ   TA�   TB�   TB̂ .

Fix TP P J�zI�. Then f 1epTA�q ¤ f 1epTP q ¤ f 1epTB�q by Lemma 4.1(iii).
Thus, there exists TP1

P I� � rTA�, TB�s such that f 1epTP1
q � f 1epTP q. In ad-

dition, since f2e ¥ 0 in I� by the definition of I�, and f2e   0 in J�zrTA�, TB�s
by Lemma 4.1(iii), then

– If TP P rTB� , TB̂s, f 1epT q ¥ f 1epTP1
q for all T P rTP1

, TP s, with strict in-
equality f 1epT q ¡ f 1epTP1

q for T P pTB� , TP q,
– If TP P rTÂ, TA�s, f 1epT q ¤ f 1epTP1q for all T P rTP , TP1s, with strict in-

equality f 1epT q   f 1epTP1
q for T P pTP , TA�q.

Thus, defining the function:

gpT q :� fepT q � fepTP1
q � f 1epTP1

qpT � TP1
q,

we obtain in the two cases considered above:
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– If TP P rTB� , TB̂s, then

g1pT q
#
¥ 0 for T P rTP1

, TP s,
¡ 0 for T P pTB� , TP q.

– If TP P rTÂ, TA�s, then

g1pT q
#
¤ 0 for T P rTP , TP1

s,
  0 for T P pTP , TA�q.

Therefore, in both cases, gpTP q ¡ gpTP1
q, which implies

fepTP q ¡ fepTP1
q � f 1epTP1

qpTP � TP1
q.

Now, by Lemma 3.4,

wpP q ¡ wpP1q. (4.5)

Thus we have proved that, for any TP P J�zI�, there exists TP1
P I� such

that (4.5) holds for P � pfepTP q, TP q and P1 � pfepTP1
q, TP1

q. This implies
that there exists TC P I� such that wpfepT q, T q attains its minimum over
J� � rTÂ, TB̂s at TC . This proves assertion (i).

Moreover, we find from TC P I� � J� that C P Γ 0
shock. Also, from (i) and

I� � J� � pTÂ, TB̂q, f2e pTCq ¥ 0. This proves assertion (ii).
Assertion (iii) for all TP P pTÂ, TB̂qzrTA� , TB�s follows from the strict

inequality in (4.5).

We derive a corollary of Lemma 4.2(ii). The property, C P Γ 0
shock, guaran-

tees the strict ellipticity of equation (2.16) at C, where we have used assump-
tion (A3) of Theorem 2.1. Combining f2e pTCq ¥ 0 with Lemma 3.2(v) implies
that φττ pCq ¤ 0. Thus, from Lemma 3.1 and Lemma 3.2(iii), we obtain

Corollary 4.3. C is not a local minimum point of φe with respect to Ω.

This means that, for any radius r ¡ 0, there is a point Cr P BrpCq XΩ
such that wpCrq   wpCq.

4.2 Step 2: Existence of TC1
P pTA, TBqzrTÂ, TB̂s such that C1 and C are

connected by a minimal chain with radius r1, for vector e from condition
(A6).

In the argument, we use the minimal and maximal chains in the sense of
Definition 3.7.

Through §4.2–§4.3, we fix e P Con to be the vector from condition (A6) of
Theorem 2.1, and use points Â, B̂, C P Γ 0

shock from Step 1 (which correspond
to this vector e) and constant r� from Lemma 3.10. In this step, we prove the
following proposition:
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Proposition 4.4. Let e P Con be the vector from condition (A6) of Theorem
2.1, and let C be the corresponding point obtained in Proposition 4.2. Then
there exists r̂1 P p0, r�s such that, for any r1 P p0, r̂1q and any minimal chain
tCiuk1i�0 of radius r1 for w � φe starting from point C, its endpoint C1 :� Ck1

is in Γ 0
shock, i.e., C1 P Γ 0

shock. Moreover, C1 is a local minimum point of w
relative to Ω such that

wpC1q   wpCq.

In order to prove Proposition 4.4, we first notice that, by Corollary 4.3
and Lemma 3.14, for any r1 P p0, r�q, there exists a minimal chain tCiuk1i�0 of
radius r1 for w � φe in the sense of Definition 3.7, starting at C, i.e., C0 � C.
Moreover, Ck1 P BΩ is a local minimum point of w with respect to Ω, and
wpCk1q   wpCq.

Now, in order to complete the proof of Proposition 4.4, it suffices to prove
the following lemma.

Lemma 4.5. There exists r̂1 ¡ 0 such that, if r1 P p0, r̂1s, then Ck1 P Γ 0
shock.

Proof. On the contrary, if Ck1 P Γ1 Y Γ2, we derive a contradiction for suffi-
ciently small r1 ¡ 0. Now we divide the proof into five steps.

1. We first determine how small r1 ¡ 0 should be in the minimal chain
tCiu. Choose points A1, B1 P Γshock such that

TA1 P rTA, TCs, φepA1q � max
TPrTA, TC s

φepfepT q, T q,

TB1
P rTC , TBs, φepB1q � max

TPrTC , TBs
φepfepT q, T q.

Note that the definition of points A1 and B1 is independent of the choice of the
minimal chain tCiu and its radius. Also, from Proposition 4.2(iii), it follows
that φepA1q ¡ φepCq and φepB1q ¡ φepCq. Let

δ :� min
 
φepA1q � φepCq, φepB1q � φepCq

(
.

Then δ ¡ 0. Lemma 3.15 determines r�1 pδq, so that r1 P p0, r�1 pδqq is assumed
in the minimal chain tCiu.

2. We start from Case (i) of condition (A6).

Claim: Under the condition of Case (i), A1 cannot be a local maximum
point of w � φe relative to Ω.

In fact, for Case (i), if A1 � A, then A1 cannot be a local maximum point.
On the other hand, if A1 � A, and A1 is a local maximum point, then

f2e pTA1
q ¡ 0 in the pS, T q–coordinates,

by Lemmas 3.1–3.2. Thus, we consider the function:

F pT q :� fepT q � fepTA1
q � f 1epTA1

qpT � TA1
q.
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Then F pTA1q � 0, F 1pTA1q � 0, and F 2pTA1q ¡ 0 so that F pT q ¡ 0 near TA1 .
Let the maximum of F pT q on rTA, TA1s be attained at TA� . Then F pTA�q ¡ 0,
which implies that TA� � TA1

.
If TA� � TA, then F 1pTA�q � 0, which implies that f 1epTA�q�f 1epTA1

q � 0.
If TA� � TA, then, using f 1epTAq ¥ f 1epTA1

q, condition (A5), and F 1pTAq ¤ 0
(since TA � TA� is a maximum point of F pT q on rTA, TA1s), we conclude that
f 1epTA�q � f 1epTAq � f 1epTA1q. Thus, in both cases,

f 1epTA�q � f 1epTA1q � 0.

Also, F pTA�q ¡ 0 implies

fepTA�q ¡ fepTA1q � f 1epTA1qpTA� � TA1q.
Then, from Lemma 3.4, φepA�q ¡ φepA1q, which contradicts the definition of
A1. Now the claim is proved.

3. In this step, for Case (i) of condition (A6), we obtain a contradiction to
the assumption that Ck1 P Γ1 Y Γ2.

Since Ck1 P Γ1 Y Γ2 is a local minimum point of φe, the condition for Case
(i) implies that Ck1 P Γ1 Y tBu.

We first consider the case that Ck1 P Γ1ztAu. Since A1 is not a local
maximum point of w � φe, and r1 P p0, r�s, then, by Lemma 3.14, there exists
a maximal chain tAjuk2j�0 of radius r1 for w in the sense of Definition 3.7,

starting at A1, i.e., A0 � A1. Moreover, Ak2 P BΩ is a local maximum point of
w with respect to Ω, and wpAk2q ¡ wpA1q. Furthermore, by Lemma 3.15 and
the restriction for r1 described in Step 1, it follows that one of the following
three cases occurs:

(a) Ak2 lies on Γ 0
1 between Ck1 and A;

(b) Ak2 � A;

(c) Ak2 lies on Γ 0
shock strictly between A and C.

Since Ak2 is a local maximum point of φe, then it cannot lie on Γ 0
1 YtAu by

the condition of Case (i). Thus, only case (c) can occur, i.e., Ak2 lies on Γ 0
shock

between A and C. However, the property that wpAk2q ¡ wpA1q contradicts
the fact that TA1

is the maximum point of φepfepT q, T q on rTA, TCs. Thus,
the case that Ck1 P Γ1ztAu is not possible.

Next, consider the case that Ck1 � A. Then

φepCq ¡ φepCk1q � φepAq,
so that the definition of A1 implies that A1 � A. Combining with the fact that
A1 � C proved above, we conclude that A1 lies on Γ 0

shock strictly between C
and Ck1 � A. Then we obtain a contradiction by following the same argument
as above.

The remaining case, Ck1 � B, is considered similarly to the case that
Ck1 � A. Indeed, in that argument, we have not used the condition that A
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cannot be a local maximum point. Thus, the argument applies to the case that
Ck1 � B, with only notational change: points B and B1 are used, instead of
A and A1.

This completes the proof for Case (i) of condition (A6) of Theorem 2.1.

4. The proof for Case (ii) of condition (A6) of Theorem 2.1 is similar to
Case (i). The only difference is to replace both A and A1 in the argument by
B and B1.

5. Consider Case (iii) of condition (A6) of Theorem 2.1, i.e., when φe
cannot have a local minimum point on Γ1 Y Γ2. For the local minimum point
Ck1 P Γ1 Y Γ2, this implies that Ck1 P tA,Bu. Then the argument is the same
as for the cases: Ck1 � A and Ck1 � B, at the end of Step 3.

Proposition 4.4 with C1 � Ck1 follows directly from Lemma 4.5.

4.3 Step 3: Existence of points C and C1 yields a contradiction

In this section, we continue to denote by e P Con the vector from condition
(A6) of Theorem 2.1, and use points Â, B̂, C P Γ 0

shock from Step 1 which
correspond to this vector e. Then, for each r1 P p0, r̂1s, the corresponding point
C1 is defined in Proposition 4.4. In this step, we will arrive at a contradiction
to the existence of such C and C1 if r1 is sufficiently small. This implies that
(4.1) cannot hold for e from condition (A6), which means that fep�q is concave,
i.e., Γshock is convex.

For E1, E2 P Γshock, denote by ΓshockrE1, E2s the part of Γshock between
points E1 and E2, including the endpoints.

Fix r1 P p0, r̂1s. This choice determines C1. Let A2 P ΓshockrC,C1s be such
that

φepA2q � max
PPΓshockrC,C1s

φepP q. (4.6)

Lemma 4.6. There exists δ ¡ 0 such that, for any r1 P p0, r̂1s, the corre-
sponding points C, C1, and A2 defined above satisfy

φepA2q ¥ φepCq � δ ¡ φepC1q � δ. (4.7)

Proof. We employ Proposition 4.2 for vector e from condition (A6). Then,
using that φepCq ¡ φepC1q by Proposition 4.4, it follows from Proposition
4.2(i) that TC1

R rTÂ, TB̂s.
Using this and (4.6), we conclude that (4.7) holds with

δ � min
 

max
PPΓshockrÂ,Cs

φepP q, max
PPΓshockrB̂,Cs

φepP q
(� φepCq, (4.8)

where δ ¡ 0 by Proposition 4.2(iii). Notice that the definition of points Â, B̂,
and C is independent of r1; see (4.4) and Proposition 4.2(i). Then the right-
hand side of (4.8) is independent of r1 ¡ 0, so that δ ¡ 0 is independent of
r1.
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The rest of the argument in this section involves only part ΓshockrC,C1s
of the shock curve, independent of the other parts of BΩ. Without loss of
generality, we assume that C1 P ΓshockrA,Cs so that

TC1
P rTA, TCs. (4.9)

Indeed, if C1 P ΓshockrB,Cs, we re-parameterize the shock curve by

Γshock � tpf̃epT q, T q : �TB ¤ T ¤ �TAu,
where f̃epT q � fep�T q, and TA and TB are the T–coordinates of A and B
with respect to the original parameterization, and then switch the notations
for points A and B. Thus, (4.9) holds in the new parametrization.

Now (4.6) has the form:

φepA2q � max
TPrTC1

,TC s
φepfepT q, T q. (4.10)

In particular, TA2 P pTC1 , TCq. See also Fig. 2.
From Lemma 4.6 and Proposition 4.4, we obtain that, for any r1 P p0, r̂1s,

φepA2q ¡ φepCq � δ ¡ φepC1q � δ. (4.11)

Now we prove

Lemma 4.7. If r1 is sufficiently small, then

(i) A2 is a local maximum point of φe with respect to Ω;

(ii) There is no point Q � A2 between C and C1 along the shock such that
the tangent line at Q is parallel to the one at A2.

Proof. The proof consists of two steps.

1. In this step, we prove (i). We first fix r1 ¡ 0. Let δ be from Lemma 4.6,
and let r�1 ¡ 0 be the constant from Lemma 3.15 for this δ. We fix r1 � r�1 , and
denote C1 and A2 as the corresponding points for this choice of r1. Suppose
that A2 is not a local maximum point of φe with respect to Ω. Using (4.11)
and the existence of a minimal chain of radius r1 from C to C1, we can apply
Lemma 3.15 to obtain the existence of a maximal chain tAjuk2j�0 of radius r1
starting from A2 (i.e., A2 � A0) such that Ak2 is on Γshock between C and
C1. Since φepA2q   φepAk2q, we obtain a contradiction to (4.6). Thus, A2 is a
local maximum point with respect to Ω.

2. Now we prove (ii). We use (4.9). Assume that there is a point Q � A2

between C and C1 such that the tangent line at Q is parallel to the one at A2.
Since A2 is a local maximum point of φe with respect to Ω as shown in Step
1 in this proof, we find that f2e pTA2

q ¡ 0, by Lemmas 3.1–3.2. Define

F pT q :� fepT q � fepTA2
q � f 1epTA2

qpT � TA2
q.

Then
F pTA2

q � F 1pTA2
q � 0, F 2pTA2

q ¡ 0, (4.12)
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Fig. 4.1 The graphs of function f 1

epT q

and there is a point TQ P pTC1
, TA2

q Y pTA2
, TCq such that F 1pTQq � 0.

If F pTQq ¡ 0, then, by Lemma 3.4, we conclude that φepQq ¡ φepA2q,
which contradicts (4.10).

If F pTQq ¤ 0, we first consider the case that Q P pTC1
, TA2

q. Using
maxTPrTQ,TA2

s F pT q ¡ 0 by (4.12) so that this maximum is attained at some
point TQ1

P pTQ, TA2
q, we obtain

F pTQ1
q ¡ 0, F 1pTQ1

q � 0,

so that Lemma 3.4 can be applied to obtain that φepQ1q ¡ φepA2q, which is
a contradiction. The case that Q P pTA2

, TCq is considered similarly.

Therefore, point Q does not exist.

Fig. 4.2 Proof of Step 3 of Theorem 2.1

With the facts established in Lemma 4.7, we can conclude the proof of the
main assertion of Step 3 by a contradiction for sufficiently small r1 ¡ 0. The
main idea of the remaining argument is illustrated in Fig. 4.2. We first notice
the following facts:

Lemma 4.8. fepT q satisfies the following properties:

f2e pTC1
q   0, f2e pTA2

q ¡ 0, (4.13)

f 1epT q ¤ f 1epTA2
q for any T P rTC1

, TA2
s, (4.14)

f 1epT q ¥ f 1epTA2
q for any T P rTA2

, TCs. (4.15)



36 Gui-Qiang G. Chen et al.

Proof. Property (4.13) follows from Lemmas 3.1–3.2, since A2 and C1 are the
local maximum and minimum points of φe with respect to Ω, respectively.

To show (4.14), we note from f2e pTA2
q ¡ 0 that f 1epT q   f 1epTA2

q in pTA2
�

ε, TA2
q for some ε ¡ 0. Then, if f 1epTQq ¡ f 1epTA2

q for some TQ P rTC1
, TA2

q,
there exists TP P pTQ, TA2

q with f 1epTP q � f 1epTA2
q, which contradicts Lemma

4.7(ii). Thus, (4.14) holds. Finally, (4.15) is proved by similar argument.

Now we choose TC2
P rTC1

, TA2
s such that

φepC2q � min
TPrTC1

,TA2
s
φepfepT q, T q. (4.16)

We show that#
φepC2q   φepC1q,
C2 is not a local minimum point of φe relative to domain Ω.

(4.17)

To prove (4.17), we first establish the following more general property of Γshock

(which will also be used in the subsequent development):

Lemma 4.9. Assume that there exist points E1, E2, and E3 on Γshock such
that

(i) TE1
  TE2

and TE3
P rTE1

, TE2
s,

(ii) f2e pTE1
q   0,

(iii) f 1epTE1q ¤ f 1epTE2q,
(iv) φepE1q   φepE2q,
(v) φepE3q � min

TPrTE1
,TE2

s
φepfepT q, T q.

Then φepE3q   φepE1q, and E3 is not a local minimum point of φe relative to
domain Ω.

Proof. We divide the proof into two steps.

1. We first show that φepE3q   φepE1q. By condition (v), this is equivalent
to the inequality:

φepE1q ¡ min
TPrTE1

,TE2
s
φepfepT q, T q.

Thus, it suffices to show that it is impossible that

φepE1q � min
TPrTE1

,TE2
s
φepfepT q, T q. (4.18)

Assume that (4.18) holds. Consider the function:

F pT q � fepT q � fepTE1
q � f 1epTE1

qpT � TE1
q.

Then F pTE1
q � F 1pTE1

q � 0, and F 2pTE1
q � f2e pTE1

q   0 by condition (ii).
This implies that F pT q   0 in pTE1

, TE1
� δq for some small δ ¡ 0. Denoting
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by TQ a minimum point of F pT q in rTE1 , TE2s, then F pTQq   0. This implies
that Q � E1. Now we consider two cases:

If Q � E2, then F 1pTQq � 0, i.e., f 1epTQq � f 1epTE1q. With this, F pTQq   0
can be rewritten as

fepTE1
q ¡ fepTQq � f 1epTQqpTE1

� TQq.

Then, by Lemma 3.4(ii), we obtain that φepE1q ¡ φepQq, which contradicts
(4.18).

If Q � E2, then F 1pTE2
q ¤ 0. Notice that F 1pTE2

q � f 1epTE2
q�f 1epTE1

q ¥ 0
by condition (iii). Thus, F 1pTE2

q � 0, which means that f 1epTE2
q � f 1epTE1

q.
Then, using F pTE2q � F pTQq   0 and arguing similar to the previous case,
we employ Lemma 3.4(ii) to obtain that φepE1q ¡ φepE2q, a contradiction to
(4.18).

Therefore, we have proved that (4.18) is false. This implies that φepE3q  
φepE1q, as we have shown above.

2. We now show that E3 cannot be a local minimum point of φe relative
to domain Ω. We have shown in Step 1 that E3 � E1. Also, E3 � E2 by
conditions (iv)–(v). Thus, TE3

P pTE1
, TE2

q, i.e., E3 P Γ 0
shock. If E3 is a local

minimum point of φe relative to Ω, we obtain by Lemmas 3.1 and 3.2(v) that
f2e pTE3q   0. Let

GpT q :� fepT q � fepTE3q � f 1epTE3qpT � TE3q.

Then GpTE3q � G1pTE3q � 0 and G2pTE3q � f2e pTE3q   0. This implies that
GpT q   0 in pTE3

, TE3
�δq for some δ ¡ 0. Assume that TQ1

is a minimum point
of GpT q in rTE3

, TE2
s. Then, repeating the argument in Step 1 (with E3, G, and

TQ1
instead of E1, F , and TQ, respectively), we obtain that φepE3q ¡ φepQ1q,

which contradicts condition (v).

Lemma 4.9 also holds if TE1
¡ TE2

, with only change in the condition that
f 1epTE1q ¤ f 1epTE2q that is now replaced by f 1epTE1q ¥ f 1epTE2q. More precisely,
we have

Corollary 4.10. Assume that there exist points E1, E2, and E3 on Γshock

such that

(i) TE1
¡ TE2

and TE3
P rTE2

, TE1
s,

(ii) f2e pTE1
q   0,

(iii) f 1epTE1
q ¥ f 1epTE2

q,
(iv) φepE1q   φepE2q,
(v) φepE3q � minTPrTE2

,TE1
s φepfepT q, T q.

Then φepE3q   φepE1q, and E3 is not a local minimum point of φe relative to
domain Ω.
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Proof. We prove this by directly repeating the argument in the proof of Lemma
4.9 with some obvious changes. Alternatively, by re-parameterizing the shock
curve by

Γshock � tpf̃epT q, T q : �TB ¤ T ¤ �TAu
so that f̃epT q � fep�T q, and TA and TB are the T–coordinates of A and B
with respect to the original parameterization, then we are under the conditions
of Lemma 4.9 in the new parameterization.

Proof of (4.17). Using (4.9)–(4.11), (4.13)–(4.14), and (4.16), we can apply
Lemma 4.9 with E1 � C1, E2 � A2, and E3 � C2 to obtain (4.17).

Let r1 be the constant from Lemma 4.7, and r2 P p0, r1q. Since C2 is not
a local minimum point by (4.17), we use Lemma 3.14 to obtain the existence
of a minimal chain tCj2uk2j�0 with radius r2; see Fig. 4.2. Next, we restrict
r2 to be smaller than r�2 from Lemma 3.18 defined by r1 fixed above. Then,
recalling that there is a minimal chain of radius r1 which starts at C and
ends at C1, and noting that φepC2q   φepC1q by (4.16)–(4.17), we obtain
that Ck22 lies on Γshock between C and C1. Now, using (4.16) and noting that
φepCk22 q   φepC0

2 q � φepC2q, we conclude that Ck22 lies on the part rTA2 , TCs
of Γshock; see Fig. 4.2. Denote C3 :� Ck22 and notice that C3 is a local minimum
point of φe relative to Ω.

From this construction, point A2 (defined by equation (4.6) so that (4.10)
holds) satisfies TA2

P pTC2
, TC3

q � pTC1
, TCq. Then

φepA2q � max
TPrTC1

,TC s
φepfepT q, T q � max

TPrTC2
,TC3

s
φepfepT q, T q.

Also, from (4.11), (4.16), and the definition of C3 as the endpoint of the min-
imal chain from C2, we have

φepA2q ¡ φepC2q ¡ φepC3q, f2e pC3q ¤ 0,

where the last property holds by Lemmas 3.1–3.2, since C3 is a local minimum
point of φe with respect to Ω. Moreover, from (4.15),

f 1epTC3
q ¥ f 1epTA2

q.
Choosing TC4

P rTA2
, TC3

s such that

φepC4q � min
TPrTA2

,TC3
s
φepfepT q, T q, (4.19)

we can apply Corollary 4.10 with E1 � C3, E2 � A2, and E3 � C4 to show
that φepC4q   φepC3q and C4 cannot be a local minimum point.

Then we repeat the same argument as those for the minimal chain starting
from C2. Specifically, for any r3 P p0, r2s, we use Lemma 3.14 to obtain the
existence of a minimal chain tCm4 uk3m�0 with radius r3 starting from C4, i.e.,
C0

4 � C4; see Fig. 4.2. Next, we restrict r3 to be smaller than r�2 pr2q from
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Lemma 3.18, i.e., r2 fixed above is used as r1 in Lemma 3.18 to determine
r�2 pr2q. Then, recalling that there is a minimal chain of radius r2 which starts
at C2 and ends at C3, and noting that φepC4q   φepC3q as we have shown
above, we obtain by Lemma 3.18 that

Ck34 lies on Γshock between C2 and C3. (4.20)

However, combining the properties shown above, we have

φepC4q � min
TPrTA2

,TC3
s
φepfepT q, T q   φepC3q

  φepC2q � min
TPrTC1

,TA2
s
φepfepT q, T q,

so that
φepC4q � min

TPrTC1
,TC3

s
φepfepT q, T q.

Then the property that φepCk34 q   φepC4q implies that Ck34 cannot lie on
rTC2

, TC3
s � rTC1

, TC3
s. This contradicts (4.20).

This contradiction shows that (4.1) cannot hold if e is the vector from con-
dition (A6) of Theorem 2.1. Therefore, in the pS, T q–coordinates from Lemma
3.2 for this vector e, we conclude that

f2e pT q ¤ 0 for all T P pTA, TBq.
We thus completed the proof of the following fact:

Proposition 4.11. Suppose that conditions (A1)–(A6) of Theorem 2.1 hold.
Then the free boundary Γshock is a convex graph as described in Theorem 2.1.

4.4 Step 4: Strict convexity of Γshock

In this step, we show the strict convexity in the sense that, for any fixed
e P Con, using the coordinates and function fe from Lemma 3.2(i), for every
P P Γ 0

shock, either f2e pTP q   0 or there exists an even integer k ¡ 2 such that

f
piq
e pTP q � 0 for all i � 2, . . . , k � 1, and f

pkq
e pTP q   0.

Note that f2e ¤ 0 on pTA, TBq by Proposition 4.11.
Let TP P pTA, TBq be such that f2e pTP q � 0. By Lemma 3.6, there exists

an integer k such that

f piqe pTP q � 0 for i � 2, . . . , k � 1, f pkqe pTP q is nonzero.

The convexity of the shock in Proposition 4.11 implies that k must be even and

f
pkq
e pTP q   0. This shows (2.19) in the coordinate system with basis te, eKu.

Moreover, using Remark 2.6, we have

Proposition 4.12. Suppose that conditions (A1)–(A6) of Theorem 2.1 hold.
Then the free boundary Γshock is strictly convex in the sense that (2.19) holds
at every T P pTA, TBq with f2pT q � 0. Moreover, (2.20) holds at every point
of Γ 0

shock, at which φττ � 0.
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Furthermore, we note the following fact:

Lemma 4.13. Suppose that conditions (A1)–(A6) of Theorem 2.1 hold. Then,
for any ε ¡ 0, there is no more than a finite set of points P � pfpT q, T q P
Γshock with T P rTA�ε, TB�εs such that f2pT q � 0 (or equivalently, φττ pP q �
0).

Proof. Suppose that Ti P rTA � ε, TB � εs for i � 1, 2, . . . , are such that
f2pTiq � 0. Then a subsequence of Ti converges to T� P rTA � ε, TB � εs, and
f pnqpT�q � 0 for each n � 2, 3, . . . , and P� � pfpT�q, T�q P Γ 0

shock. It follows
that BnτφpP�q � 0 for each n � 2, 3, . . . . This contradicts (2.20).

By Propositions 4.11–4.12 and Lemma 4.13, the proof of Theorem 2.1 is
completed.

5 Proof of Theorem 2.3: Uniform Convexity of Transonic Shocks

In this section, we show the uniform convexity of Γ 0
shock in the sense that

f2pTP q   0 for every P P Γ 0
shock for fp�q in (2.18), or equivalently, f2e pT q   0

on pTA, TBq for any e P Con.
The outline of the proof is the following: By Theorem 2.1 and Remark 2.6,

φττ ¥ 0 on Γ 0
shock. Thus, we need to show that φττ ¡ 0 on Γ 0

shock. Assume
that φττ � 0 at Pd P Γ 0

shock. Then we obtain a contradiction by proving that
there exists a unit vector e P R2 such that Pd is a local minimum point of φe
along Γ 0

shock, but Pd is not a local minimum point of φe relative to Ω. Then
we can construct a minimal chain for φe connecting Pd to Ck1 P BΩ. We show
that

– Ck1 R Γ0 Y Γ3,

– Ck1 R Γ1 Y Γ2,

– Ck1 R Γshock.

This implies that φττ ¡ 0 on Γ 0
shock so that f2pT q   0 on pTA, TBq; see Remark

2.6.
Now we follow the procedure outlined above to prove Theorem 2.3. In the

proof, we use the pS, T q–coordinates in (2.18). Then we have

Γshock � tS � fpT q : TA   T   TBu, Ω � tS   fpT q : T P Ru,

τ � pf 1pT q, 1qapf 1pT qq2 � 1
, ν � p�1, f 1pT qqapf 1pT qq2 � 1

, f2pT q ¤ 0 on pTA, TBq,
(5.1)

where we have used the convexity of Γshock proved in Theorem 2.1. Note that
the orientation of the tangent vector τ pP q at P P Γshock has been chosen to
be towards endpoint B.

First, from the convexity and Lemma 3.1, we have



Convexity of Self-Similar Transonic Shocks 41

Lemma 5.1. Let φ be a solution as in Theorem 2.1. For any unit vector
e P R2, if e � ν   0 (resp. e � ν ¡ 0) at P P Γ 0

shock, then φe cannot attain its
local maximum (resp. minimum) with respect to Ω at this point.

We now prove the uniform convexity by a contradiction argument. From
Theorem 2.1 and Remark 2.6, we know that (2.20) holds so that, if f2pTPd

q � 0
at some interior point Pd of Γshock, then

φττ pPdq � 0,

φττ pP q ¡ 0 for all P P Γshock XNεpPdq with P � Pd,
(5.2)

for some ε ¡ 0. First we choose a unit vector e P R2 via the following lemma.

Lemma 5.2. There exists a unit vector e P R2 such that, for any local min-
imum point Pd of φe along Γ 0

shock, e � νpPdq   0. In addition, Pd is a strict
local minimum point along Γ 0

shock in the following sense: For the unit tangent
vector τ � τ pP q to Γshock at P defined by (5.1), φeτ is strictly positive on
Γshock near Pd in the direction of τ , and φeτ is strictly negative on Γshock near
Pd in the direction opposite to τ . More precisely, in the coordinates from (5.1),
there exists ε ¡ 0 such that TA   TPd

� ε   TPd
� ε   TB and

φeτ pfpT q, T q   0 on pTPd
� ε, TPd

q,
φeτ pfpT q, T q ¡ 0 on pTPd

, TPd
� εq. (5.3)

Proof. Recall that φττ pPdq � 0. Now we first use (3.15) at Pd with hν � 0
by (3.6), and then use the strictly elliptic equation (3.1) at Pd in the pS, T q–
coordinates with basis tνpPdq, τ pPdqu to obtain

φννpPdq � φντ pPdq � φττ pPdq � 0. (5.4)

For any unit vector e P R2, define a function gp�q � gpeqp�q on Γ 0
shock by

gpeqpξq :� �
ρpc2 � ϕ2

νqϕνpe � τ q � pρϕ2
ν � ρ0c

2qϕτ pe � νq
�pξq. (5.5)

Then, at any point of Γ 0
shock, we see from (3.15) with (3.5) that, for any unit

vector e P R2,

φeτ � φττ pe � τ q � φτνpe � νq � φττ gpeq
ρpc2 � ϕ2

νqϕν
. (5.6)

Notice that, from the expression of gpeqp�q and assumption (A3) of Theorem
2.1,

gpτ q ¡ 0, gp�τ q   0 on Γ 0
shock. (5.7)

Then we can choose a unit vector e such that e � ν   0 and gpeq � 0 at Pd.
We fix this vector e for the rest of this proof. From (5.4), we have

ϕττ � ϕνν � �1, ϕντ � 0 at Pd. (5.8)
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Below we use the pS, T q–coordinates from (5.1). From (2.17) and (5.1), we use
condition (A1) in Theorem 2.1 to obtain that φS ¡ 0 on Γshock so that

τ � p�φT , φSq
|Dφ| , ν � � Dφ

|Dφ| .

Then we can use these expressions to define τ and ν in Ω near Γshock, which
allows to extend function gpeqp�q defined by expression (5.5) into this region.
Since φ P C2pΩ Y Γ 0

shockq, the extended τ , ν, and gpeqp�q are C1 up to Γ 0
shock.

Then, from (5.4), DpS,T qτ � 0 and DpS,T qν � 0 at point Pd. Moreover,
differentiating (2.4) and (2.7), and using (5.4) yield that DpS,T qρ � 0 and
DpS,T qc

2 � 0 at point Pd. Therefore, differentiating (5.5), using (5.8), and
writing gp�q for gpeqp�q, we have

gτ pPdq � �pe � νqpρϕ2
ν � ρ0c

2q
���
Pd

¡ 0.

Then, by (5.1),

dgpfpT q, T q
dT

���
T�TPd

�
a
pf 1pTPd

qq2 � 1 gτ pPdq ¡ 0.

Thus, gpfpT q, T q   0 on pTPd
� ε, TPd

q and gpfpT q, T q ¡ 0 on pTPd
, TPd

� εq
for some ε ¡ 0. By (5.2) and (5.6), the same is true for φeτ .

Then Pd is a local minimum point of φe along Γshock, and φeτ has the
properties asserted.

Remark 5.3. The unit vector e is not necessarily in the cone introduced in
condition (A5) of Theorem 2.1.

Lemma 5.4. Pd is not a local minimum point of φe with respect to Ω.

Proof. If Pd is a local minimum point, it follows from Lemma 3.1 and e �
νpPdq   0 that φττ pPdq ¡ 0, which contradicts to the fact that φττ pPdq �
0.

Now we consider a minimal chain starting at Pd. In the following argument,
we use the pS, T q–coordinates in (5.1).

To choose the radius for this chain, we note the following:

Lemma 5.5. There exist points P�
d P Γ 0

shock such that

(i) Pd lies on Γshock strictly between P�
d and P�

d :

TA   TP�d
  TPd

  TP�d
  TB ;

(ii) Denoting by ΓshockrP,Qs the segment of Γshock with endpoints P and Q,
then

φepPdq   φepP q   φepP�
d q if P P ΓshockrP�

d , PdsztP�
d , Pdu,

φepPdq   φepP q   φepP�
d q if P P ΓshockrP�

d , PdsztP�
d , Pdu;

(5.9)
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(iii) e � νpP q   0 for all P P ΓshockrP�
d , P

�
d s.

Proof. Recall the definition of τ in (5.1). Then we use (5.3) in Lemma 5.2 to
find that, for ε ¡ 0 defined there,

dφepfpT q, T q
dT

#
  0 if T P pTPd

� ε, TPd
q,

¡ 0 if T P pTPd
, TPd

� εq.

Thus, for points P�
d :� pfpTPd

� εq, TPd
� εq, assertions (i)–(ii) hold. Further-

more, since e � ν   0 at Pd, then, reducing ε if necessary, we obtain property
(iii).

Denote

δ � min
 

max
PPΓshockrP

�
d , Pds

φepP q, max
PPΓshockrPd, P

�
d s
φepP q

(� φepPdq. (5.10)

Note that δ ¡ 0 by (5.9). Now let r1 be constant r�1 from Lemma 3.15 deter-
mined by δ from (5.10).

By Lemmas 3.14 and 5.4, there exists a minimal chain with radius r1 which
starts at Pd. Denote its endpoint by Ck. Then

Ck P BΩ, (5.11)

and Ck is a local minimum point of φe relative to Ω. Moreover,

φepPdq ¡ φepCkq. (5.12)

Now we consider case by case all parts of the decomposition:

BΩ � Γshock

¤� 3¤
i�0

Γ̂i
�

defined in Framework (A)(iii) and in assumption (A7) of Theorem 2.3, and
show that Ck cannot lie on the corresponding part. Eventually, we reach a
contradiction by showing that Ck cannot lie anywhere on BΩ.

In the proof below, we note the following:

Remark 5.6. We use condition (A10) of Theorem 2.3 only in the proof of
Lemma 5.10. The other conditions of Theorem 2.3 to be used in the proof below
include Framework (A), conditions (A1)–(A6) of Theorem 2.1, and (A7)–(A9)
of Theorem 2.3. These conditions are symmetric for Γ̂0 and Γ̂3, for Γ̂1 and
Γ̂2, and for points A and B. Also, δ in (5.10) is defined in a symmetric way
with respect to the change of direction of T in (5.1). This allows without loss
of generality to make a particular choice between points A and B, and the
corresponding boundary segments in order to fix the notations, as detailed in
several places below.

Now we consider all the cases for the location of Ck on BΩ.
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Lemma 5.7. Ck R Γ̂0 Y Γ̂3.

Proof. On the contrary, if Ck P Γ̂0 Y Γ̂3, we now show in the next four steps
that it leads to a contradiction.

1. We first fix the notations. In this proof, we do not use condition (A10)
of Theorem 2.3. Thus, as discussed in Remark 5.6, we can assume without loss

of generality that Ck P Γ̂3 and B � Γshock X Γ̂3.
From (5.12) and condition (A8) of Theorem 2.3,

φepPdq ¡ φepCkq � φepBq. (5.13)

We now prove Lemma 5.7 by showing the two claims below: Claims 5.7.1–
5.7.2.

2. Claim 5.7.1. It is impossible that e � νpBq ¤ 0 at B; see Fig. 5.1 for
the illustration of the argument below.

minimal chain

maximal chain

Fig. 5.1 Proof of Claim 5.7.1

We first show that, if e � νpBq ¤ 0, then, since e � νpPdq   0, the strict
convexity of Γshock (as in Lemma 4.13) and the graph structure (5.1) imply
that ν � e   0 at any point lying strictly between Pd and B along Γshock.
Indeed, using (5.1) and writing e � pe1, e2q in the pS, T q–coordinates, we have

νpP q � e � f 1pT qe2 � e1apf 1pT qq2 � 1
for P � pfpT q, T q. (5.14)

Thus,
f 1pTPd

qe2 � e1   0, f 1pTBqe2 � e1 ¤ 0.

Using f2pT q ¤ 0 and Lemma 4.13, we have

f 1pTPd
q   f 1pT q   f 1pTBq for all T P pTPd

, TBq.
Then it follows that

f 1pT qe2 � e1   0 if T P rTPd
, TBq.
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Therefore, we have

νpfpT q, T q � e   0 for all T P rTPd
, TBq. (5.15)

Now we show that (5.15) leads to a contradiction. Let P1 P ΓshockrPd, Bs
be such that

φepP1q � max
PPΓshockrPd, Bs

φepP q. (5.16)

Since ΓshockrPd, P
�
d s � ΓshockrPd, Bs by Lemma 5.5(i), we obtain from (5.10)

that
φepP1q ¥ φepPdq � δ, (5.17)

so that P1 � Pd. Also, by (5.13) and (5.17), we see that P1 � B. Thus,
νpP1q � e   0 by (5.15). Now, by Lemma 5.1, P1 cannot be a local maximum
point of φe relative to Ω. Therefore, by Lemma 3.14, there exists a maximal
chain of radius r1, starting from P1 and ending at some point P2 P BΩ which
is a local maximum point relative to Ω, and φepP1q   φepP2q.

Next, we show that

P2 lies on Γ 0
shock strictly between Pd and B. (5.18)

Indeed, recall that there exists a minimal chain of radius r1 from Pd to Ck P Γ̂3.
Also, P1 lies on Γ 0

shock strictly between Pd and B. Then, from (5.17) and the
choice of r1 (see the lines after (5.10)), we obtain from Lemma 3.15 that

either (5.18) holds or P2 lies on Γ̂3 between B and Ck (possibly including B).
However, we use condition (A8) of Theorem 2.3, (5.13), and (5.17) to obtain

that, for any P P Γ̂3,

φepP q � φepBq   φepPdq   φepP1q   φepP2q,
which implies that P2 � P . This proves (5.18).

However, (5.18) contradicts (5.16) since φepP1q   φepP2q. Now Claim 5.7.1
is proved.

3. Claim 5.7.2. It is impossible that e �νpBq ¡ 0; see Figs. 5.2–5.3 for the
illustration of the argument below.

If e � νpBq ¡ 0, then, using e � νpPdq   0, there exists a point P0 P
ΓshockrPd, Bs so that e � νpP0q � 0.

Then, from (5.14),

�e1 � f 1pT qe2 � 0 at T � TP0
.

Now, since f2pT q ¤ 0 by the convexity of Γshock, we use Lemma 4.13 to find
that the function: T Ñ �e1� f 1pT qe2 is strictly monotone on pTA, TBq, which
implies that point P0 is unique.

Recall that e � νpPdq   0 and e � νpP0q � 0. Then, following the proof of
(5.15), we have

νpfpT q, T q � e   0 for all T P rTPd
, TP0

q. (5.19)
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minimal chain

maximal chain

. . . .

. . .
no max no min

Fig. 5.2 Proof of Claim 5.7.2: The initial step of the iteration procedure

Similarly, using e � νpP0q � 0 and e � νpBq ¡ 0, and arguing similar to the
proof of (5.15), we have

νpfpT q, T q � e ¡ 0 for all T P pTP0 , TBs. (5.20)

From (5.19)–(5.20) and Lemma 5.1, we conclude that

If P P BΩ is a local maximum (resp. minimum) point of φe relative

to Ω, then P R pΓshockrPd, P0sq0 (resp. P R pΓshockrP0, Bsq0).
(5.21)

Next, since e � νpP0q � 0, then e � �τ pP0q. Moreover, by (5.1), we have

νpPdq � τ pP0q � f 1pTPd
q � f 1pTP0

qb�pf 1pTPd
qq2 � 1

��pf 1pTP0
qq2 � 1

� ¥ 0,

because f2pT q ¤ 0 and TPd
¤ TP0

¤ TB . Then, since νpPdq�e   0, we conclude

e � �τ pP0q. (5.22)

With this, recalling that φττ ¥ 0 on Γshock, we use (5.6)–(5.7) and Lemma
4.13 to obtain the existence of two points P�

0 and P�
0 such that P�

0 �
pfpTP�0 q, TP�0 q P ΓshockprPd, Bsq0 and

TPd
  TP�0

  TP0
  TP�0

  TB , (5.23)

φeτ pP q   0 for all P P ΓshockrP�
0 , P

�
0 s and P � P0. (5.24)

Then there exists δ̂ ¡ 0 such that

φepP�
0 q � δ̂ ¥ φepP0q ¥ φepP�

0 q � δ̂. (5.25)
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Moreover, combining (5.21) with (5.24), we conclude

If P P BΩ is a local maximum (resp. minimum) point of φe relative

to Ω, then P R ΓshockrPd, P
�
0 sztPdu (resp. P R ΓshockrP�

0 , BsztBu).
(5.26)

Note that (5.26) improves (5.21), which follows from (5.23).

Let P1 P ΓshockrPd, P0s such that

φepP1q � max
PPΓshockrPd, P0s

φepP q.

By Lemma 5.5(i)–(ii) and (5.10),

TPd
  TP�d

¤ TP1
, φepP1q ¥ φepPdq � δ.

Moreover, from (5.23) and (5.25), we obtain

φepP1q ¥ φepP�
0 q ¥ φepP0q � δ̂.

Also, by (5.24), TP1 ¤ TP�0
. Combining all these facts, we have

TPd
  TP�d

¤ TP1 ¤ TP�0
, (5.27)

φepP1q ¥ φepPdq � δ, φepP1q ¥ φepP0q � δ̂. (5.28)

From (5.26) with (5.23) and (5.27), P1 cannot be a local maximum point of
φe with respect to Ω.

Therefore, by Lemma 3.14, we can construct a maximal chain of any radius
r2 P p0, r1s starting from P1. We choose r2 so that it works in the argument

below. For this, we use constant δ̂ from (5.25), choose r̃2 the smaller constant

r�1 from Lemmas 3.15–3.17 determined by δ̂, and then define

r2 :� mintr1, r̃2u.

Fix a maximal chain of radius r2 starting from P1. It ends at some point
P2 P BΩ that is a local maximum point of φe relative to Ω. Moreover, by
(5.28), φepP1q ¥ φepPdq � δ; that is, (5.17) holds in the present case. Since
r2 ¤ r1, then the proof of (5.18) works in the present case so that P2 lies on
Γ 0
shock strictly between Pd and B. Since P2 is a local maximum point of φe

relative to Ω, we obtain from (5.26) with (5.23) that P2 lies strictly between
P�
0 and B on Γshock. Combining with (5.28), we have

TP2
P pTP�0 , TBq � pTP0

, TBq, φepP2q ¡ φepP1q ¡ φepP0q. (5.29)

Let P3 be such that

TP3
P rTP0

, TP2
s, φepP3q � min

TP PrTP0
,TP2

s
φepP q.
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By (5.24)–(5.25) and (5.28)–(5.29),

TP3 P pTP�0 , TP2s, (5.30)

φepP3q   φepP�
0 q ¤ φepP0q � δ̂   φepP1q � δ̂   φepP2q � δ̂. (5.31)

Then, from (5.26) combined with (5.23) and (5.29), P3 cannot be a local
minimum point of φe relative to Ω.

Therefore, there exists a minimal chain of radius r2 starting from P3 and
ending at P4 P BΩ. Recall that there exists a maximal chain of radius r2
from P1 to P2. Also, it follows from (5.31) that P3 � P2 so that P3 lies in

pΓshockrP1, P2sq0. Moreover, φepP3q ¤ φepP1q � δ̂ by (5.31). Using the choice
of r2 and Lemma 3.17, we conclude that P4 P pΓshockrP1, P2sq0 and is a local
minimum point of φe relative to Ω. Then, from (5.26) combined with (5.23),
(5.27), and (5.29), we obtain

P4 P pΓshockrP1, P
�
0 sq0. (5.32)

Moreover, combining the facts about the locations of points discussed above
together, we have

TPd
  TP�d

¤ TP1
  TP4

  TP�0
  TP�0

  TP3
  TP2

  TB . (5.33)

Now we follow the previous argument for defining points P1, . . . , P4 in-
ductively to construct points P4k�1, . . . , P4k�4 for k � 1, 2, . . . , as follows (cf.
Fig. 5.3):

minimal chain

maximal chain

. ..

Fig. 5.3 Proof of Claim 5.7.2: The k-th step of the iteration procedure

Fix integer k ¥ 1 and assume that points P4k�1 and P4k have been con-
structed with the following properties:

P4k�1 P pΓshockrP�
0 , Bsq0, P4k P pΓshockrPd, P

�
0 sq0, (5.34)

φepP4k�1q ¤ φepP0q � δ̂, (5.35)

There exists a minimal chain of radius r2 from P4k�1 to P4k. (5.36)

From (5.23), it follows that (5.34) can be written as

TPd
  TP4k

  TP�0
  TP0   TP�0

  TP4k�1
  TB . (5.37)
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We first notice that, for k � 1, points P3 � P4k�1 and P4 � P4k satisfy
conditions (5.34)–(5.36). Indeed, for (5.34), the first inclusion follows from
(5.30) combined with (5.29), while the second inclusion follows from (5.32)
combined with (5.27). Property (5.36) for P3 and P4 follows directly from the
definition of these points above, and (5.35) for P3 follows from (5.31). Thus,
we have the starting point for the induction.

Now, for k � 1, 2, . . . , given P4k�1 and P4k, we construct P4k�1, . . . , P4k�4.
Choose

P4k�1 P ΓshockrP4k, P0s so that φepP4k�1q � maxPPΓshockrP4k,P0s φepP q.
Combining (5.25) with (5.35)–(5.37), we obtain

φepP4k�1q ¥ φepP�
0 q ¥ φepP0q � δ̂ ¥ φepP4k�1q � 2δ̂ ¡ φepP4kq � 2δ̂. (5.38)

In particular, P4k�1 � P4k. Then, from (5.24) and (5.37),

TP4k�1
P pTP4k

, TP�0
q. (5.39)

From (5.26),

P4k�1 is not a local maximum point of φe relative to Ω. (5.40)

Thus, there exists a maximal chain of radius r2 starting at P4k�1 and ending
at some point P4k�2 P BΩ, which is a local maximum point of φe relative to
Ω. Moreover,

φepP4k�2q ¡ φepP4k�1q. (5.41)

By (5.38), φepP4k�1q ¥ φepP4k�1q � 2δ̂. With this, using (5.36)–(5.37),
(5.39), the choice of r2, and Lemma 3.15, we obtain

P4k�2 P pΓshockrP4k, P4k�1sq0.
Since P4k�2 is a local maximum point of φe relative to Ω, we use (5.26) and
(5.37) to obtain

TP4k�2
P pTP�0 , TP4k�1

q. (5.42)

Now choose

P4k�3 P ΓshockrP0, P4k�2s so that φepP4k�3q � minPPΓshockrP0,P4k�2s φepP q.
Note that TP�0

P pTP0
, TP4k�2

q by (5.37) and (5.42). Then, from the definition

of P4k�3, (5.25), and (5.38),

φepP4k�3q ¤ φepP�
0 q ¤ φepP0q � δ̂ ¤ φepP4k�1q � 2δ̂. (5.43)

By (5.41) and (5.43), φepP4k�3q   φepP4k�2q so that P4k�3 � P4k�2. Also, by
(5.23)–(5.24), P4k�3 R ΓshockrP0, P

�
0 s. Then, using (5.39), we have

TP4k�3
P pTP�0 , TP4k�2

q � pTP4k�1
, TP4k�2

q. (5.44)
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In particular, TP4k�3
P pTP0 , TBq. Thus, by (5.26) and (5.37), TP4k�3

is not

a local minimum point of φe relative to Ω. Then there exists a minimal chain
of radius r2 starting at P4k�3 and ending at some point P4k�4 P BΩ that
is a local minimum point of φe relative to Ω. Since there exists a maximal
chain of radius r2 from P4k�1 to P4k�2, we use (5.43)–(5.44) and Lemma
3.17 to conclude that P4k�4 P pΓshockrP4k�1, P4k�2sq0. Since P4k�4 is a local
minimum point of φe relative to Ω, we use (5.26), (5.37), and (5.39) to obtain

TP4k�4
P pTP4k�1

, TP�0
q � pTPd

, TP�0
q. (5.45)

From (5.44) combined with (5.37) and (5.42), TP4k�3
P pTP�0 , TBq. From this

and (5.45), we see that points P4k�3 and P4k�4 satisfy (5.34) with k�1 instead
of k. Also, from (5.37), (5.39), and (5.45),

TPd
  T4k   TP4k�4

  TP�0
. (5.46)

Therefore, we obtain local minimum points P4k P Γ 0
shock, k � 1, 2, . . . , of

φe which satisfy (5.46) for each k. Then there exists a limit P� � limkÑ8 P4k

with TP� P rTPd
, TP�0

s, which implies

P� P Γ 0
shock.

Since P4k P Γshock is a local minimum point of φe, BτφepP4kq � 0, so that

dφepfpT q, T q
dT

���
T�TP4k

� 0 for k � 1, 2, . . . .

From this, since tTP4k
u is a strictly increasing sequence by (5.46), we obtain

dnφepfpT q, T q
dTn

���
T�TP�

� 0 for n � 1, 2, . . . . (5.47)

The analyticity of functions φe and fpT q, shown in Lemma 3.5, implies that
the function: T ÞÑ φepfpT q, T q is real analytic on pTA, TBq. Then we conclude
from (5.47) that φepfpT q, T q � const. on pTA, TBq. By (5.22), we see that
e � �τ pP0q, so that φepP0q � φτ pP0q � 0, where the last equality holds by
the first condition in (2.17). That is,

φe � 0 on Γshock.

Then, using that φτ � 0 along Γshock by the first condition in (2.17) and that
e � ν   0 at Pd by Lemma 5.2, we obtain that Dφ � 0 at Pd. This, combined
with (2.21) and the first condition in (2.17), implies that ρ � ρ0 at Pd, which
contradicts condition (A1) of Theorem 2.1. Therefore, Claim 5.7.2 is proved.

4. Combining Claim 5.7.1 with Claim 5.7.2, we finally conclude Lemma
5.7.

Lemma 5.8. Ck R Γ̂ 0
i for i � 1, 2.
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Proof. Since Ck is a local minimum point of φe, then condition (A9) of Theo-

rem 2.3 and the regularity property φ P C1,αpΩq imply that φe � const. on Γ̂i.

Combining this with (A7)–(A8), we obtain that φe � const. on Γ̂0 Y Γ̂1 (resp.

on Γ̂2 Y Γ̂3) if i � 1 (resp. i � 2), where one or both of Γ̂0 and Γ̂3 may be
empty. Then, following Remark 5.6, we can assume without loss of generality

that Ck P Γ̂2 (i.e., i � 2). In this case, B P Γ̂2 Y Γ̂3 so that φepP q � φepBq
for any P P Γ̂2 Y Γ̂3. From this and (5.12), we obtain that (5.13) holds in the
present case.

Then we are in the same situation as in Lemma 5.7. Therefore, the proof
of Lemma 5.7 applies, which yields a contradiction.

Remark 5.9. Combining Lemmas 5.7–5.8, we obtain that, if condition (i)
of assumption (A10) holds, the only remaining possible location of Ck is on
Γshock. On the other hand, if condition (ii) of assumption (A10) holds, then
the remaining possible locations of Ck are either on Γshock or at the common
endpoint Q� of Γ̂1 and Γ̂2.

Lemma 5.10. Assume that condition (ii) of assumption (A10) holds, and let
Q� be the point defined there. Then Ck � Q�.

Proof. Assume Ck � Q�. If φe attains a local minimum or maximum relative
to Ω on Γ̂ 0

2 , then condition (A9) of Theorem 2.3 and the regularity property

φ P C1,αpΩq imply that φe � const. on Γ̂2. Since B P Γ̂2 by condition (ii) of

assumption (A10), we obtain that φepP q � φepBq for all P P Γ̂2. Because of

Ck � Q� P Γ̂2, we can complete the proof as in Lemma 5.8 above.
Thus, we can assume that

φe does not attain its local minimum or maximum relative to Ω on Γ̂ 0
2 .

(5.48)
Then we consider three cases, depending on whether e � νshpBq is positive,
negative, or zero. In the argument, we take into account that Γ̂3 � H by
condition (ii) of (A10) so that Γ̂2 has endpoints Q� and B.

If e�νshpBq   0, then we argue similar to the proof of Claim 5.7.1, replacing
Γ̂3 by Γ̂2, with the differences described below. First, we show (5.15) without
changes in the argument. Next, we choose P1 P ΓshockrPd, Bs satisfying (5.16)
so that the proof of (5.17) holds without changes in the present case, which
implies that P1 � Pd. However, since (5.13) is not available in the present
case, we cannot conclude that P1 � B. That is, we now obtain that P1 P
ΓshockrPd, BsztPdu. If P1 P pΓshockrPd, Bsq0, then, by (5.15) and Lemma 5.1,
P1 cannot be a local maximum point of φe relative to Ω. If P1 � B, then
the same conclusion follows from condition (ii) of (A10) since e � νshpBq   0.
Thus, there exists a maximal chain of radius r2, starting from P1 and ending
at some point P2 P BΩ which is a local maximum point relative to Ω, and
φepP1q   φepP2q. Now, instead of (5.18), we show a weaker statement,

P2 P ΓshockrPd, Bs. (5.49)
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To prove (5.49), recall that there exists a minimal chain of radius r1 from Pd

to Ck � Q� P Γ̂2. Also, P1 P ΓshockrPd, BsztPdu. Then, from (5.17) and the
choice of r2, we obtain from Lemma 3.15 that either (5.49) holds or P2 lies on
Γ 0
2 between B and Ck. On the other hand, the last case is ruled out by (5.48)

since P2 is a local maximum point of φe relative to Ω. Thus, (5.49) holds.
However, (5.49) contradicts (5.16) since φepP1q   φepP2q. Therefore, we reach
a contradiction in the case that e � νpBq   0.

If e � νpBq � 0, we use condition (ii) of (A10) and the fact that Ck � Q�

to conclude

φepPdq ¡ φepCkq � φepQ�q � φepBq,
which implies (5.13). Now we follow the argument of the proof of Claim 5.7.1
via replacing Γ̂3 by Γ̂2, up to (5.18). Instead of (5.18), we can show (5.49) whose
proof, given above, still works in the present case without changes. Then, as
shown above, (5.49) contradicts (5.16). Therefore, we reach a contradiction in
the case that e � νpBq � 0.

If e �νpBq ¡ 0, then we argue as in Claim 5.7.2, via replacing Γ̂3 by Γ̂2, and
with modifications similar to the ones described above. Specifically, (5.48) is
used to conclude that P2 R Γ̂ 0

2 . From this, we conclude that P2 lies on Γshock

between P�
0 and B, possibly including B. However, we now cannot rule out

the possibility that P2 � B as in the proof of Claim 5.7.2 (again, since (5.13)
is not available). Thus, instead of (5.29), we have

TP2
P pTP�0 , TBs � pTP0

, TBs, φepP2q ¡ φepP1q ¡ φepP0q. (5.50)

From this, using (5.24)–(5.25) and (5.28), it follows that (5.30)–(5.31) hold.
From (5.31), P3 � P2, and then (5.30) implies

TP3 P pTP�0 , TP2
q � pTP0

, TBq.

Then, from (5.26) combined with (5.23), P3 cannot be a local minimum point
of φe relative toΩ. Thus, there exists a minimal chain of radius r2 starting from
P3. The rest of the proof of Claim 5.7.2 applies without changes. Therefore,
we obtain a contradiction in the case that e � νpBq ¡ 0. This completes the
proof.

Remark 5.11. Combining Lemmas 5.8 and 5.10, we obtain that, if condition
(ii) of assumption (A10) holds, then Ck cannot lie within Γ̂ 0

1 Y tQ�u Y Γ̂ 0
2 .

Combining this with Lemma 5.7, we see that, if condition (ii) of assumption
(A10) holds, the only remaining possible location of Ck is at Γshock.

From Remarks 5.9 and 5.11, in order to complete the proof of Theorem
2.3, it remains to show

Lemma 5.12. Ck R Γshock.
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Proof. The proof consists of two steps.

1. Recall that Γshock includes its endpoints A and B. Thus, we first consider
the case that Ck is either A or B. Note that Lemma 5.7 does not cover this
case if either Γ̂0 or Γ̂3, or both, are empty.

The argument below does not use condition (A10) of Theorem 2.3. Thus, as
discussed in Remark 5.6, we can assume without loss of generality that Ck �
B. Then, since there is a minimal chain from Pd to Ck � B, we conclude that
(5.13) holds. Now the proofs of Claims 5.7.1–5.7.2 apply, with the following
simplification: From Lemma 3.15 and the definition of point P2 in each of
these claims, we conclude that (5.18) holds. The rest of the proofs of Claims
5.7.1–5.7.2 work without changes. Therefore, we reach a contradiction, which
shows that Ck is neither A nor B.

2. It remains to consider the case that Ck P Γ 0
shock. Notice that Ck is a

local minimum point of φe. Then, from Lemma 5.1, we see that e � ν ¤ 0 at
C1. Now the argument as in Claim 5.7.1, with point B replaced by point Ck,
works without change. This yields a contradiction. Therefore, Ck R Γ 0

shock.

Proof of Theorem 2.3. Combining Lemmas 5.7–5.8 with Lemma 5.12, we ob-
tain that Ck cannot lie on the set:

G :� Γ̂0 Y Γ 0
1 Y Γ 0

2 Y Γ̂3 Y Γshock.

Since Γshock includes its endpoints, G covers all BΩ except point Q� defined in
Case (ii) of (A10), if Q� exists. In Case (i) of (A10), point Q� does not exist,
so that G � BΩ, which implies that Ck R BΩ. In Case (ii) of (A10), point Q�

exists, and Lemma 5.10 implies that Ck � Q�, so that Ck R BΩ in this case as
well. However, the fact that Ck R BΩ contradicts (5.11). This completes the
proof of Theorem 2.3.

6 Proof of Theorem 2.2: Equivalence between the Strict
Convexity and the Monotonicity

Proof of Theorem 2.2. By the boundary condition (2.17), φτ � 0 on Γshock.
Also, by assumption (A1), φν   0 on Γshock for the interior normal vector
ν. Then the monotonicity property φe ¡ 0 in Γ 0

shock for any unit vector e P
Con implies that assumption pA5q in Theorem 2.1 holds. Now it follows from
Theorem 2.1 that, under the assumptions of Theorem 2.2, the monotonicity
property is the sufficient condition for the strict convexity of the free boundary
Γshock in the sense of (2.18)–(2.19).

On the other hand, if the shock graph is strictly convex in the sense of
Theorem 2.1, then, at any point on Γ 0

shock, the tangent vector τ is not in
Con, where we have used the strict convexity in the sense of (2.19) to have
this property for the boundary directions of the cone. Then, using again that
φτ � 0 and φν   0 on Γshock in (2.17) and condition pA1q in Theorem 2.1,
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it follows that φe ¡ 0 on Γ 0
shock for any unit vector e P Con; that is, the

monotonicity property holds. This completes the proof of Theorem 2.2.

Proof of the Assertion in Remark 2.5. By equation (3.2) and condition pA3q
in Theorem 2.1, φe satisfies the strong minimum principle in Ω. This implies

φe ¡ mint min
Γshock

φe, min
Γ1YΓ2

φeu in Ω,

where we have used the assumption in Theorem 2.1 that φ is not a constant
state. Note that, by the assumption of Theorem 2.2, φe ¡ 0 on Γshock, and φe
on Γ1 Y Γ2 satisfies that either φe ¥ 0 or φe cannot attain its local minimum
with respect to Ω. Thus, φe ¡ 0 in Ω Y Γ 0

shock.

7 Applications to Multidimensional Transonic Shock Problems

In this section, we apply Theorem 2.1 to prove the convexity of multidimen-
sional transonic shocks for two longstanding shock problems.

7.1 Shock reflection-diffraction problem

When a plane incident shock hits a two-dimensional wedge, shock reflection-
diffraction configurations take shape; also see Chen-Feldman [14].

The wedge is of the shape: t|x2|   x1 tan θwu with θw P p0, π2 q. Then the
positive x1–axis is the symmetry axis of the wedge, the wedge vertex is at the
origin, and θw is the (half) angle of the wedge. The incident shock S0 separates
two constant states: state p0q with velocity v0 � p0, 0q and density ρ0 ahead
of S0, and state (1) with velocity v1 � pu1, 0q and density ρ1 behind S0,
where ρ1 ¡ ρ0, and u1 ¡ 0 is determined by pρ0, ρ1, γq through the Rankine-
Hugoniot conditions on S0. The shock, S0, moves in the direction of the x1–
axis and hits the wedge vertex at the initial time. Also, the slip boundary
condition: v � ν � 0 is prescribed on the solid wedge boundary, where v is the
velocity of gas. Since state (1) does not satisfy the slip boundary condition, the
shock reflection-diffraction configurations form at later time, which are self-
similar so that the problem can be reformulated in the self-similar coordinates
ξ � pξ1, ξ2q � px1

t ,
x2

t q. Depending on the flow parameters and wedge angle,
there may be various patterns of shock reflection-diffraction configurations,
including Regular Reflection and Mach Reflection. Because of the symmetry
of the problem with respect to the ξ1–axis, it suffices to consider the problem
only on the upper half-plane tξ2 ¡ 0u.

The regular reflection configuration is characterized by the fact that the re-
flection occurs at the intersection point P0 of the incident shock with the wedge
boundary. Figs. 7.1–7.2 show the structure of regular reflection configura-
tions in self-similar coordinates. The regular reflection solutions are piecewise-
smooth; that is, they are smooth away from the incident and reflected-diffracted
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shocks, as well as the sonic circle P1P4 for the supersonic regular reflection case
across which v is only Lipschitz.

From the description of state (1) above, its pseudo-potential is

ϕ1pξq � �|ξ|
2

2
� u1ξ1 � C1.

A necessary condition for the existence of piecewise-smooth regular reflection
configurations is the existence of the constant state p2q with pseudo-potential
ϕ2 that satisfies both the slip boundary condition on the wedge boundary
and the Rankine-Hugoniot conditions with state p1q across the reflected shock
S1 :� tϕ1 � ϕ2u. Owing to the constant state structure (2.10), it suffices to
require these conditions at P0. Thus, the conditions at P0 are

Dϕ2 � νw � 0,

ϕ2 � ϕ1,

ρp|Dϕ2|2, ϕ2qDϕ2 � νS1 � ρ1Dϕ1 � νS1 ,

(7.1)

where νw is the outward (with respect to the wedge) normal vector to the
wedge boundary, θw is the wedge angle in the upper half-plane, and νS1

�
Dpϕ1�ϕ2q
|Dpϕ1�ϕ2q|

. Therefore, we have three algebraic equations for parameters pu2, v2, C2q
in expression (2.10) for ϕ2. Since the piecewise-smooth regular reflection solu-
tion must satisfy (7.1) at P0 with ϕ replaced by ϕ2, then pϕ,Dϕq � pϕ2, Dϕ2q
at P0, if ϕ2 exists.

It is well-known (see e.g. [14, Chapter 7]) that, given the parameters of
states p0q and p1q, there exists a detachment angle θdw P p0, π2 q such that
equations (7.1) have two solutions for each wedge angle θw P pθdw, π2 q, which
become equal when θw � θdw. Thus, two types of two-shock configurations
occur at P0 in the wedge interval θw P pθdw, π2 q. For each such θw, state p2q
with the smaller density is called a weak state p2q. The global existence of
regular reflection solutions for all θw P pθdw, π2 q with pϕ,Dϕq at P0 determined
by the weak states p2q has been established in [13, 14]. Below, state p2q always
refers to the weak state p2q.

If state (2) exists, its pseudo-potential is

ϕ2pξq � �|ξ|
2

2
� u2ξ1 � v2ξ2 � C2,

where v2 � u2 tan θw. In particular, state (2) satisfies the first condition in
(7.1) on the whole wedge boundary (in the upper half-plane tξ2 ¡ 0u):

Dϕ2 � νw � 0 on tξ2 � ξ1 tan θw, ξ1 ¡ 0u. (7.2)

Depending on the wedge angle, state p2q can be either supersonic or subsonic
at P0. Moreover, for θw near π

2 (resp. for θw near θdw), state p2q is supersonic
(resp. subsonic) at P0; see [14, Chapter 7]. The type of state p2q at P0 for a
given wedge angle θw determines the type of reflection, supersonic or subsonic,
as shown in Fig. 7.1 or Fig. 7.2 respectively, when u1   c1.
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Fig. 7.1 Supersonic regular reflection Fig. 7.2 Subsonic regular reflection

When u1 ¡ c1, besides the configurations shown in Figs. 7.1–7.2, there is
an additional possibility that the reflected-diffracted shock is attached to the
wedge vertex P3, i.e., P2 � P3; see Figs. 7.3–7.4.

Fig. 7.3 Attached supersonic regular
reflection

Fig. 7.4 Attached subsonic regular
reflection

The regular reflection problem is posed in the region:

Λ � R2
�ztξ : ξ1 ¡ 0, 0   ξ2   ξ1 tan θwu,

where R2
� :� R2 X tξ1 ¡ 0u.

Definition 7.1. ϕ P C0,1pΛq is a weak solution of the shock reflection-diffraction
problem if ϕ satisfies equation (2.5) in Λ, the boundary conditions:

Bνϕ � 0 on BΛ (7.3)

in the weak sense (defined below), and the asymptotic conditions:

lim
RÑ8

}ϕ� ϕ}0,ΛzBRp0q � 0, (7.4)

where

ϕ̄ �
#
ϕ0 for ξ1 ¡ ξ01 , ξ2 ¡ ξ1 tan θw,

ϕ1 for ξ1   ξ01 , ξ2 ¡ 0,

and ξ01 ¡ 0 is the location of the incident shock S0.
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In Definition 7.1, the solution is understood in the following weak sense:
We consider solutions with a positive lower bound for the density, so that (7.3)
is equivalent to the conormal condition:

ρp|Dϕ|2, ϕqBνϕ � 0.

Thus, a weak solution of problem (2.5) and (7.3) is given by Definition 2.1
in region Λ, with the following change: (2.11) is satisfied for any ζ P C8

c pR2q
(whose support does not have to be in Λ).

Next, we define the points and lines on Figs. 7.1–7.2. The incident shock
is line S0 :� tξ1 � ξ01u with ξ01 � ρ1u1

ρ1�ρ0
¡ 0. The center, O2 � pu2, v2q,

of the sonic circle Bc2pO2q of state p2q lies on the wedge boundary between
the reflection point P0 and the wedge vertex P3 for both the supersonic and
subsonic cases.

Then, for the supersonic case, i.e., when |Dϕ2pP0q| � |P0O2| ¡ c2 with
P0 R Bc2pO2q, we denote by P4 the upper point of intersection of BBc2pO2q with
the wedge boundary so that O2 P P3P4. Also, BBc2pO2q of state p2q intersects
line S1, and one of the points of intersection, P1 P Λ, is such that segment
P0P1 is outside Bc2pO2q. We denote the arc of BBc2pO2q by Γsonic � P1P4.
The curved part of the reflected-diffracted shock is Γshock � P1P2, where
P2 P tξ2 � 0u. Denote the line segments Γsym :� P2P3 and Γwedge :� P3P4.
The lines and curves Γshock, Γsonic, Γsym, and Γwedge do not have common
points, except their endpoints P1, . . . , P4. Thus, ΓshockYΓsonicYΓsymYΓwedge

is a closed curve without self-intersection. Denote by Ω the domain bounded
by this curve.

For the subsonic/sonic case, i.e., when |Dϕ2pP0q| � |P0O2| ¤ c2 so that
P0 P Bc2pO2q, the curved reflected-diffracted shock is Γshock � P0P2 that
does not have common interior points with the line segments Γsym � P2P3

and Γwedge � P0P3. Then Γshock Y Γsym Y Γwedge is a closed curve without
self-intersection, and Ω is the domain bounded by this curve.

Furthermore, in some parts of the argument below, it is convenient to
extend problem (2.5) and (7.3), given in Λ by even reflection about the ξ1–
axis, i.e., defining ϕextp�ξ1, ξ2q :� ϕpξ1, ξ2q for any ξ � pξ1, ξ2q P Λ. Then
ϕext is defined in region Λext obtained from Λ by adding the reflected region
Λ�, i.e., Λext � Λ Y tpξ1, 0q : ξ1   0u Y Λ�. In a similar way, region Ω and
curve Γshock � BΩ can be extended into the corresponding region Ωext and
curve Γ ext

shock � BΩext.

Now we define a class of solutions, with structure as shown on Figs. 7.1–7.2.

Definition 7.2. Let θw P pθdw, π2 q. A function ϕ P C0,1pΛq is an admissible
solution of the regular reflection problem (2.5) and (7.3)–(7.4) if ϕ is a solution
in the sense of Definition 7.1 and satisfies the following properties:

(i) The structure of solutions is as follows:

– If |Dϕ2pP0q| ¡ c2, then ϕ is of the supersonic regular shock reflection-
diffraction configuration shown on Fig. 7.1 and satisfies:



58 Gui-Qiang G. Chen et al.

The reflected-diffracted shock Γshock is C2 in its relative interior.
Curves Γshock, Γsonic, Γwedge, and Γsym do not have common points
except their endpoints.
ϕ satisfies the following properties:

ϕ P C0,1pΛq X C1pΛzpS0 Y P0P1P2qq,

ϕ P C1pΩq X C3pΩzpΓsonic Y tP2, P3uqq,

ϕ �

$''&
''%
ϕ0 for ξ1 ¡ ξ01 and ξ2 ¡ ξ1 tan θw,

ϕ1 for ξ1   ξ01 and above curve P0P1P2,

ϕ2 in region P0P1P4.

(7.5)

– If |Dϕ2pP0q| ¤ c2, then ϕ is of the subsonic regular shock reflection-
diffraction configuration shown on Fig. 7.2 and satisfies:
The reflected-diffracted shock Γshock is C2 in its relative interior.
Curves Γshock, Γwedge, and Γsym do not have common points except
their endpoints.
ϕ satisfies the following properties:

ϕ P C0,1pΛq X C1pΛzΓshockq,

ϕ P C1pΩq X C3pΩztP0, P2, P3uq,

ϕ �

$''&
''%
ϕ0 for ξ1 ¡ ξ01 and ξ2 ¡ ξ1 tan θw,

ϕ1 for ξ1   ξ01 and above curve P0P2,

ϕ2pP0q at P0,

(7.6)

DϕpP0q � Dϕ2pP0q.

Furthermore, in both supersonic and subsonic cases,

Γ ext
shock is C1 in its relative interior. (7.7)

(ii) Equation (2.5) is strictly elliptic in ΩzΓsonic:

|Dϕ|   cp|Dϕ|2, ϕq in ΩzΓsonic,

where, for the subsonic and sonic cases, we have used notation Γsonic �
tP0u.

(iii) Bνϕ1 ¡ Bνϕ ¡ 0 on Γshock, where ν is the normal vector to Γshock

pointing into Ω.

(iv) ϕ2 ¤ ϕ ¤ ϕ1 in Ω.
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(v) Let eS1 be the unit vector parallel to S1 :� tϕ1 � ϕ2u, oriented so that
eS1 �Dϕ2pP0q ¡ 0:

eS1 � � pv2, u1 � u2qa
pu1 � u2q2 � v22

. (7.8)

Let eξ2 � p0, 1q. Then

BeS1 pϕ1 � ϕq ¤ 0, Bξ2pϕ1 � ϕq ¤ 0 on Γshock. (7.9)

Below we continue to use the notational convention:

Γsonic :� tP0u, P1 :� P0, P4 :� P0 for the subsonic and sonic cases.
(7.10)

Remark 7.3. Since the admissible solution ϕ in Definition 7.2 is a weak
solution in the sense of Definition 7.1 and has the regularity as in Definition
7.2(i), it satisfies (2.16) classically in Ω with φ � ϕ�ϕ1, the Rankine-Hugoniot
conditions:

ϕ � ϕ1, ρp|Dϕ|2, ϕqDϕ � ν � ρ1Dϕ1 � ν on Γshock, (7.11)

and the boundary conditions:

Bνϕ � 0 on Γwedge Y Γsym. (7.12)

Note also that, rewriting (7.12) in terms of φ � ϕ� ϕ1, we have

Bνφ � �u1 sin θw on Γwedge,

Bνφ � 0 on Γsym.
(7.13)

Remark 7.4. An admissible solution ϕ is not a constant state in Ω precall
that θw   π

2 ). Indeed, if ϕ is a constant state in Ω, then ϕ � ϕ2 in Ω: This
follows from (7.5) for the supersonic case since ϕ is C1 across Γsonic, and from
the property that pϕ,Dϕq � pϕ2, Dϕ2q at P0 for the subsonic case. However,
ϕ2 does not satisfy (7.12) on Γsym since v2 � pu2, v2q � pu2, u2 tan θwq with
u2 ¡ 0 and θw P p0, π2 q.
Remark 7.5. Let ϕ be an admissible solution and φ :� ϕ � ϕ1. For a unit
vector e P R2, denote

w � φe.

Then, from the regularity in Definition 7.2(i),

w P CpΩq X C2pΩzpΓsonic Y tP3uqq,
where we have used (7.10) for the subsonic and sonic cases.

We first notice that w satisfies equation (3.2) in the pS, T q–coordinates
with basis te, eKu. Equation (3.2) has the same coefficients of the second-
order terms as equation (2.6), so that (3.2) is strictly elliptic in ΩzΓsonic

by Definition 7.2(ii).
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Furthermore, by [14, Lemma 5.1.3], w satisfies the following boundary con-
ditions on the straight segments Γwedge and Γsym: If e �τ � 0 for a unit tangent
vector τ on Γwedge (resp. Γsym), then

wν � pe � νqpc2 � ϕ2
τ q

pe � τ qpc2 � ϕ2
νq
wτ � 0 on Γ 0

wedge (resp. Γ 0
sym). (7.14)

The coefficients are continuous and hence locally bounded, which implies that
these boundary conditions are oblique on Γ 0

wedge (resp. Γ 0
sym).

Lemma 7.6. Definition 7.2 is equivalent to the definition of admissible solu-
tions in [14]; see Definitions 15.1.1–15.1.2 there.

Proof. In order to show that the solutions in Definition 7.2 satisfy all the
properties in Definitions 15.1.1–15.1.2 of Chen-Feldman [14], it requires to
show that they satisfy:

ξ1P2
¤ ξ1P1

, Γshock � pΛzBc1pO1qq X tξ1P2
¤ ξ1 ¤ ξ1P1

u, (7.15)

BeS1 pϕ1 � ϕq ¤ 0, Bξ2pϕ1 � ϕq ¤ 0 in Ω, (7.16)

where O1 � pu1, 0q is the center of sonic circle of state (1) and, in the sub-
sonic reflection case (see Fig. 7.2), we have used the notational convention
(7.10). Moreover, note that the inequalities in (7.9) hold on Γshock, while these
inequalities in (7.16) hold in the larger domain Ω.

We first show both (7.16) and the stronger property:

BeS1 pϕ1 � ϕq   0, Bξ2pϕ1 � ϕq   0 in Ω. (7.17)

The argument is the same as the one in the proof of Remark 2.5 (see §6) for
φ � ϕ�ϕ1 in the present case. We only need to check for e � eS1

and e � eξ2
that, for any point ξ P BΩzΓ 0

shock, φe satisfies that

either φepξq ¥ 0 or φe cannot attain its local minimum at ξ. (7.18)

Note that BΩzΓ 0
shock � Γsonic Y Γwedge Y Γsymm Y tP3u.

Consider first e � eS1
. Since DϕpP3q � p0, 0q by (7.12) and ϕ P C1pΩq, we

conclude that wpP3q � 0. Next, eS1
� τ � 0 on Γwedge Y Γsym by [14, Lemma

7.5.12]. Then, by Remark 7.5, φe satisfies a homogeneous elliptic equation in
Ω and the oblique boundary conditions (7.14) on Γ 0

wedge Y Γ 0
sym, so that w

cannot attain its local minimum on Γ 0
wedge Y Γ 0

sym, unless w is constant in Ω

in which case w � wpP3q � 0 in Ω. On Γsonic, pϕ,Dϕq � pϕ2, Dϕ2q as shown
in Remark 7.4, where we have used notation (7.10). Also, eS1

�Dpϕ2�ϕ1q � 0
by (7.8). Thus, φeS1 � eS1

�Dpϕ2�ϕ1q � 0 on Γsonic, which implies (7.18) for
e � eS1

.
Now we show (7.18) for e � eξ2 , i.e., w � φξ2 . The argument is similar to

the previous case, with the following differences: First, eξ2 � τ � 0 on Γsym so
that, instead of (7.14), we obtain that w � 0 on Γsym by (7.13). Also, on Γsonic,
we use again that Dϕ � Dϕ2 to obtain that w � φξ2 � pϕ2 � ϕ1qξ2 � v2 ¥ 0.
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The rest of the argument is the same as above, which leads to (7.18) for
e � eξ2 .

Repeating the proof of Remark 2.5 (see §6), in which φ is not a constant
state by Remark 7.4, we obtain (7.17). With this, (7.16) is proved.

Next we show (7.15). Since Γshock � ΛzBc1pO1q, then ϕ1 is supersonic on
Γshock. This is a standard consequence of the Rankine-Hugoniot conditions
(7.11), combined with the entropy condition of Definition 7.2(iii).

It remains to show that ξ1P2 ¤ ξ1P1 and Γshock � tξ1P2 ¤ ξ1 ¤ ξ1P1u. From
(7.17), φξ2 ¡ 0 in Ω. Also, φ � 0 on Γshock and φ ¤ 0 in Ω by (iv). From these
properties and the regularity of curve Γshock, it follows that any vertical line
that has a non-empty intersection with Γshock intersects Γshock either at one
point or on a closed interval. Moreover,

If pξ�1 , ξ�2 q P Γshock, then Ω X tpξ1, ξ2q : ξ1 � ξ�1 u � tpξ1, ξ2q : ξ2   ξ�2 u.
(7.19)

From these properties, we conclude that

Γshock � tminpξ1P1
, ξ1P2

q ¤ ξ1 ¤ maxpξ1P1
, ξ1P2

qu.

It remains to show that ξ1P2
¤ ξ1P1

. Assume that ξ1P2
¡ ξ1P1

. Then, from
(7.19) and the structure of Ω described in Definition 7.2(i), we conclude that
Γshock is contained within the following subregion of tξ1P1 ¤ ξ1 ¤ ξ1P2u:
Above Γsonic on tξ1P1

¤ ξ1 ¤ minpξ1P2
, ξ1P4

qu, and above Γwedge on tξ1P4
¤

ξ1 ¤ ξ1P2
u if ξ1P2

¥ ξ1P4
. This implies that Γshock � tξ2 ¡ 0u. This contradicts

the fact that endpoint P2 of Γshock lies on tξ2 � 0u. Now (7.15) is proved.

Therefore, we have shown that the solutions in Definition 7.2 satisfy all the
properties in Definitions 15.1.1–15.1.2 of [14].

Now we show that the admissible solutions defined in Definitions 15.1.1–
15.1.2 of [14] satisfy all the properties of Definition 7.2. For that, we need
to show that the admissible solutions in Definitions 15.1.1–15.1.2 of [14] sat-
isfy property (iii) of Definition 7.2. This is proved in [14, Lemma 8.1.7 and
Proposition 15.2.1].

From Lemma 7.6, all the estimates and properties of admissible solutions
shown in [14] hold for the admissible solutions defined above. We list some of
these properties in the following theorem.

Below we use the notation that, for two unit vectors e, f P R2 with e � �f ,

Conpe, fq :� tae� bf : a, b ¡ 0u. (7.20)

Theorem 7.1 (Properties of admissible solutions). There exits a constant
α � αpρ0, ρ1, γq P p0, 12 q such that any admissible solution in the sense of
Definition 7.2 with wedge angle θw P pθdw, π2 q has the following properties:

(i) Additional regularity:



62 Gui-Qiang G. Chen et al.

– If |Dϕ2pP0q| ¡ c2, i.e., when ϕ is of the supersonic regular shock
reflection-diffraction configuration as in Fig. 7.1, it satisfies

ϕ P C8pΩzpΓsonic Y tP3uqq X C1,1pΩztP3uq X C1,αpΩq.

The reflected-diffracted shock P0P1P2 pwhere P0P1 is the straight seg-
ment and P1P2 � Γshock) is C2,β up to its endpoints for any β P r0, 12 q
and C8 except P1.

– If |Dϕ2pP0q| ¤ c2, i.e., when ϕ is of the subsonic regular shock
reflection-diffraction configuration as in Fig. 7.2, it satisfies

ϕ P C1,βpΩq X C1,αpΩztP0uq X C8pΩztP0, P3uq

for some β � βpρ0, ρ1, γ, θwq P p0, αs which is non-decreasing with
respect to θw, and the reflected-diffracted shock Γshock is C1,β up to
its endpoints and C8 except P0.

Furthermore, in both supersonic and subsonic cases,

ϕext P C8pΩext Y pΓ ext
shockq0q.

(ii) For each e P ConpeS1 , eξ2q,

Bepϕ1 � ϕq   0 in Ω, (7.21)

where vectors eS1 and eξ2 are introduced in Definition 7.2(v).

(iii) Denote by νw the unit interior normal vector to Γwedge (pointing into
Ω), i.e., νw � p� sin θw, cos θwq. Then Bνw

pϕ� ϕ2q ¤ 0 in Ω.

Proof. Below we use the equivalence shown in Lemma 7.6.
Assertion (i) follows from Definition 7.2(i) and [14, Corollary 11.4.7, Propo-

sition 11.5.1, Corollary 16.6.12]. Assertion (ii) is obtained in [14, Corollary
8.2.10, Proposition 15.2.1]. Assertion (iii) follows from [14, Lemma 8.2.19,
Proposition 15.2.1], where nw � �νw.

Remark 7.7. We note that νw P ConpeS1
, eξ2q for any wedge angle θw P

pθdw, π2 q, which is proved in [14, Lemma 8.2.11].

Now we state the results on the existence of admissible solutions.

Theorem 7.2 (Global solutions up to the detachment angle for the case:
u1 ¤ c1). Let the initial data pρ0, ρ1, γq satisfy that u1 ¤ c1. Then, for each
θw P pθdw, π2 q, there exists an admissible solution of the regular reflection prob-
lem in the sense of Definition 7.2, which satisfies the properties stated in The-
orem 7.1.

Proof. The existence of admissible solutions directly follows from Lemma 7.6
and [14, Theorem 2.6.7 and Remark 2.6.8].
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When u1 ¡ c1, the results of Theorem 7.2 hold for any wedge angle θw
from π

2 until either θdw or θcw P pθdw, π2 q when the shock hits the wedge vertex
P3.

Theorem 7.3 (Global solutions up to the detachment angle for the case:
u1 ¡ c1). Let the initial data pρ0, ρ1, γq satisfy that u1 ¡ c1. Then there
is θcw P rθdw, π2 q such that, for each θw P pθcw, π2 q, there exists an admissible
solution of the regular reflection problem in the sense of Definition 7.2, which
satisfies the properties stated in Theorem 7.1.

If θcw ¡ θdw, then, for the wedge angle θw � θcw, there exists an attached
shock solution ϕ with all the properties listed in Definition 7.2 and Theorem
7.1(ii)–(iii) except that P3 � P2 pwe denote P3 for that point belowq. In addi-
tion, for the regularity of solution ϕ, we have

– For the supersonic case with θw � θcw,

ϕ P C8pΩzpΓsonic Y tP3uqq X C1,1pΩztP3uq X C0,1pΩq,
and the reflected shock P0P1P3 is Lipschitz up to the endpoints, C2,β for
any β P r0, 12 q except point P3, and C8 except points P1 and P3.

– For the subsonic case with θw � θcw,

ϕ P C8pΩztP0, P3uq X C1,βpΩztP3uq X C0,1pΩq
for β as in Theorem 7.1, and the reflected shock P0P3 is Lipschitz up to
the endpoints, C1,β except point P3, and C8 except points P0 and P3.

Proof. The existence of admissible solutions directly follows from Lemma 7.6
and [14, Theorem 2.6.9 and Remark 2.6.8], where we note that [14, Remark
2.6.8] applies to the case: u1 ¡ c1 as well, although this is not stated explicitly.

Now we show that the admissible solutions satisfy the conditions of Theo-
rems 2.1–2.3.

Lemma 7.8. The following statements hold:

(i) Any admissible solution in the sense of Definition 7.2 satisfies the con-
ditions of Theorems 2.1 and 2.3.

(ii) Any regular reflection-diffraction solution in the sense of Definition 7.1
with properties (i)–(iv) of Definition 7.2 and with shock Γshock being a
strictly convex graph in the sense of (2.18)–(2.19) satisfies property (v)
of Definition 7.2.

Proof. We divide the proof into seven steps: Assertion (i) is proved in Steps
1–6, while assertion (ii) is proved in Step 7.

1. We use Λext, Γ ext
shock, and ϕext defined before Definition 7.2. Combining

the structure of equation (2.5) with the boundary conditions (7.3) on the
negative ξ1–axis yields that the reflected/extended function ϕext is a weak
solution of equation (2.5) in Λext. By the boundary conditions (7.3), state p1q
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satisfies Bνϕ1 � 0 on the ξ1–axis. Then the structure of the constant state (see
§2.1) implies that ϕ1p�ξ1, ξ2q � ϕ1pξ1, ξ2q in R2 so that ϕext

1 � ϕ1. We also
note the regularity of ϕext in Theorem 7.1(i). Thus, the extended shock Γ ext

shock

separates the constant state ϕ1 from the smooth solution ϕext of equation (2.5)
in Ωext, and the Rankine-Hugoniot conditions (7.11) are satisfied for ϕext and
ϕ1 on Γ ext

shock.

2. Region Ω satisfies the conditions in Framework (A). Indeed, for the
supersonic reflection case (see Fig. 7.1), the required piecewise-regularity holds,
since Γwedge and Γsym are straight segments, Γsonic is an arc of circle, and Γshock

has the regularity stated in Theorem 7.1(i). The fact that all the angles of the
corners of Ω are less than π is verified as follows:

Consider first the supersonic case. Since curve P0P1P2 is C2 at P1, and
P0P1 is a straight segment, we use that the center of sonic circle of state p2q
is on Γ 0

wedge and P0 is outside that circle to conclude that the angle at P1 is

between pπ2 , πq, and the angle at P4 is π
2 . Also, since (7.7) shows that Γ ext

shock

is smooth near P2, it follows that the interior angle to Ω at P2 is π
2 . Finally,

the angle at P3 is π � θ P pπ2 , πq.
For the subsonic reflection case, the angles at P2 and P3 are handled sim-

ilarly. The angle at P0 is in p0, π2 q for the following reason: By [14, Lemma
8.2.11, Proposition 15.2.1], for any θw P pθdw, π2 q, νw P ConpeS1

, eξ2q so that,
using the regularity of Γshock in Theorem 7.2(i), property (iii) in Theorem 7.2,
and ϕ � ϕ1 on Γshock, we conclude that Γshock is a graph:

Γshock � tpfpT q, T q : TP2
¤ T ¤ TP0

u
of a function fpT q P C2prTP2 , TP0qq X C1,βprTP2 , TP0sq, where the pS, T q–
coordinates are along the normal and tangent directions to Γwedge.

3. The entropy condition (A1) of Theorem 2.1 follows directly from prop-
erty (iii) of Definition 7.2, where state p0q in Theorem 2.1 is state p1q in the
regular shock reflection problem.

From the regularity of ϕ and Γshock in Theorem 7.1(i), we see that condi-
tions (A2) and (A4) of Theorem 2.1 hold.

Property (ii) of Definition 7.2 implies that condition (A3) of Theorem 2.1
holds.

4. Using the notations of the endpoints of Γshock as in Framework (A) by
A :� P1 and B � P2, we see from the properties of Definition 7.2(i) that

τA � eS1 , τB � eξ2 .

As we discussed in Step 2, Γshock is orthogonal to the ξ1–axis at P2. From
this and [14, Lemma 7.5.12], eξ1 � �eS1

. Also, combining property (ii) of
Theorem 7.1 with the fact that Γshock is the level set ϕ � ϕ1 � 0, we obtain
that tP �ConuXΩ � H for all P P Γshock. Thus, condition (A5) of Theorem
2.1 is satisfied.

5. Next, we discuss condition (A6) of Theorem 2.1. We recall that φ :�
ϕ � ϕ1. All the local minima and maxima discussed below are relative to Ω.
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Also, we discuss the supersonic and subsonic/sonic cases together below, and
use notations (7.10) for the subsonic/sonic case. Furthermore, since conditions
(A1)–(A5) have been verified, we can use Lemma 3.2 in the argument below.

Fix e � νw, where νw is defined in Theorem 7.1(iii). By Remark 7.7,
e P Con. We first notice that, by Remark 7.5, w � φe satisfies equation (3.2),
which is strictly elliptic in Ω Y Γ 0

shock Y Γsym Y Γ 0
wedge. Furthermore, since

τ � eξ1 on Γsym so that e � τ � � sin θw � 0 on Γsym, then w satisfies (7.14)
on Γ 0

sym, and this boundary condition is oblique. Thus, by Hopf’s lemma, the

local maximum and minimum of φe relative to Ω cannot be attained on Γ 0
sym,

unless φe is constant.
We now show the similar property on ΓwedgeYΓsonic. From (7.2) and (7.12),

Bepϕ � ϕ2q � Bνpϕ � ϕ2q � 0 on Γwedge. Also, Dϕ � Dϕ2 on Γsonic by
Definition 7.2(i). Thus, Bepϕ� ϕ2q � 0 on Γwedge Y Γsonic, which is the global
maximum over Ω by Theorem 7.1(i). Then Bepϕ� ϕ2q cannot attain its local
minimum at some P P Γwedge Y Γsonic unless Bepϕ � ϕ2q � 0 in Ω. Indeed, if
P P Γwedge Y Γsonic is a point of local minimum of Bepϕ � ϕ2q, then, since P
is also a point of global maximum and Bepϕ � ϕ2qpP q � 0 as shown above,
we obtain that Bepϕ � ϕ2q � 0 in BrpP q X Ω for some r ¡ 0. Since Bepϕ �
ϕ2q � Bepϕ � ϕ1q � Bepϕ1 � ϕ2q � Beφ � u1 sin θw (where we have used that
Dϕ2 �νw � 0) so that Bepϕ�ϕ2q satisfies the strictly elliptic equation (3.2) in
Ω, the strong maximum principle implies that Bepϕ�ϕ2q � 0 in Ω. Recalling
that Beφ � Bepϕ � ϕ2q � u1 sin θw, we conclude that φe � �u1 sin θw in Ω if
φe attains its local minimum at some P P Γwedge Y Γsonic.

Combining the two cases discussed above, we conclude that, if φe attains
its local minimum at some point P P ΓwedgeYΓsonicYΓ 0

sym, then φe is constant
in Ω, specifically φe � �u1 sin θw �: a.

Now we show that, if φe � a in Ω for an admissible solution ϕ, then ϕ is
a uniform state in Ω. To fix notations, we consider first the supersonic case.
We use the pS, T q–coordinates with basis te, eKu and the origin at P3 for eK

determined as in Lemma 3.2 for e � νw, i.e., eK � �pcos θw, sin θwq. We recall
that A � P1 and B � P2; see Step 4. Then TB � TP2

¡ TP3
� 0 ¡ TP1

�
TA ¡ TP4

. Also,

Γsonic � tS � fsopT q, T P pTP4 , TP1qu, Γ 0
sym � tS � T tan θw, T P pTP3 , TP2qu,

where fso P C8ppTP4 , TP1qq and fso ¡ 0 on pTP4 , TP1q. The function, fe, from
Lemma 3.2(i) for e � νw satisfies that fepT q ¡ maxpT tan θw, 0q on pTP1

, TP2
q.

Also,

Ω � tpS, T q : T P pTP4
, TP2

q, maxpT tan θw, 0q   S   f̂pT qu,

where f̂ P CpTP4 , TP2q satisfies

f̂ � fso on pTP4
, TP1

q, f̂ � fe on pTP1
, TP2

q.
Let φe � a in Ω. Then, from the structure of Ω described above, φpS, T q �
aS � gpT q in Ω for some g P C1pRq. Since φξ2 � 0 on Γsym by (7.13), we
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see that a e � eξ2 � g1pT q eK � eξ2 � 0 for all T P pTP3 , TP2q, where we have
used the expression of Γ 0

sym in the pS, T q–coordinates given above. Note that

eK � eξ2 � � sin θw � 0. Thus, g1pT q is constant on pTP3 , TP2q, which implies

that φpS, T q � aS � bT � c in Ω̂ for some b, c P R, where

Ω̂ :� tpS, T q : T P pTP3
, TP2

q, maxpT tan θw, 0q   S   f̂pT qu � Ω.

Since φ is real analytic in Ω by Lemma 3.5, it follows that φpS, T q � aS�bT�c
in Ω. That is, ϕ � ϕ2 � φ is a constant state in Ω, which contradicts Remark
7.4.

For the subsonic/sonic case, the argument is the same, except that the
structure of Ω now becomes

Ω � tpS, T q : T P pTP0 , TP2q, maxpT tan θw, 0q   S   fepT qu.
Therefore, we have shown that φ cannot attain its local minimum on ΓwedgeY
Γsonic Y Γ 0

sym.

Then we define Γ1 :� pΓwedgeYΓsonicYΓ 0
symqztP1u � BΩzΓshock, and Γ2 :�

H in both the supersonic and subsonic/sonic cases. Clearly, Γ1 is connected.
Now Case (iii) of condition (A6) of Theorem 2.1 holds in both the supersonic
and subsonic/sonic cases.

6. We now check the conditions of Theorem 2.3. Since the conditions of
Theorem 2.1 have been checked, the conclusions of that theorem hold; in par-
ticular, ϕττ ¥ 0 on Γshock.

Let Γ̂0 :� Γ 0
sonicYtP4u in the supersonic case, and Γ̂0 :� H in the subsonic

case. Let Γ̂1 :� Γ 0
wedge Y tP3u, Γ̂2 :� Γ 0

sym, and Γ̂3 :� H. In the supersonic

case, for any nonzero e P R2, φe � Dpϕ2�ϕ1q �e on Γsonic, i.e., φe is constant
on Γ̂0. Then (A7)–(A8) hold.

Let e P R2 be a unit vector. We have shown in Step 5 that φe is not a
constant in Ω. Then, by (7.14), φe can attain a local minimum or maximum
on Γ 0

wedge only if e�τw � 0, i.e., e � �νw. In that case, by (7.13), φe is constant

on Γwedge. This verifies (A9) on Γ̂1 :� Γ 0
wedge Y tP3u. On Γ̂2 :� Γ 0

sym, (A9) is

checked similarly. On Γ̂0 :� Γ 0
sonic Y tP4u in the supersonic case, Dϕ � Dϕ2

so that φe � pDϕ2 �Dϕ1q � e � const. Now (A9) is proved.
To check condition (ii) of (A10) at point B � P2, we note that, by Step

1, φext :� ϕext � ϕ1 satisfies equation (2.16) in Ωext and conditions (2.17)
on Γ ext

shock. Also, we have shown above that the original problem in Ω satisfies
hypotheses (A1)–(A3) of Theorem 2.1. It follows that the problem for φext in
Ωext satisfies (A1)–(A3) of Theorem 2.1.

Now it follows that the extended problem in Ωext satisfies the conditions
of Lemma 3.1. Also, P2 is an interior point of the extended shock Γ ext

shock.
Furthermore, using (7.7), we have

νextpP2q � νshpP2q,
where νshpP2q is defined in (A10). Since φττ ¥ 0 on Γshock as noted above,
which implies that φττ pP2q ¥ 0 from the regularity of ϕ in Theorem 7.2, we
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apply Lemma 3.1 for the extended problem to conclude that, if νshpP2q �e   0,
then φe cannot attain its local maximum at P2. If νshpP2q � e � 0, we use that
νshpP2q � eξ1 by (7.7) to conclude that e � �eξ2 in that case. Then we use
the C1pΩq–regularity of φ to conclude that φe � 0 on Γ sym by (7.13). Thus,
φepP2q � φepP3q if νpP2q � e � 0, so that condition (ii) of (A10) holds.

7. Now we show assertion (ii). Any admissible solution has a strictly convex
shock by Theorems 2.1 and 2.3, since we have verified the conditions of these
theorems in Steps 1–6 of this proof. Then it remains to show that any regular
reflection-diffraction solution in the sense of Definition 7.1, with properties
(i)–(iv) of Definition 7.2 and with shock Γshock being a strictly convex graph
in the sense of (2.18)–(2.19), satisfies property (v) of Definition 7.2.

Recall that (2.18) holds in the present case with A � P1 and B � P2 as
discussed in Steps 2 and 4. Then, using the properties of Definition 7.2(i), we
find that, in the coordinates of (2.18),

eS1
� p1, f 1pTAqq
|p1, f 1pTAqq| , eξ2 � � p1, f 1pTBqq

|p1, f 1pTBqq| .

Also, from the strict concavity of f in the sense of (2.19), we obtain that
f 1pTAq ¡ f 1pT q ¡ f 1pTBq and fpT q   fpT1q � f 1pT1qpT � T1q for all T, T1 P
pTA, TBq. From this, we see that tP �ConuXΩ � H for any P P Γshock. Then,
since ϕ ¤ ϕ1 in Ω from Definition 7.2(iv) and ϕ � ϕ1 on Γshock by (7.11), we
obtain that Beϕ ¥ Beϕ1 for any e P Con, which implies (7.9).

From Lemma 7.8 and Theorems 2.1–2.3, we have

Theorem 7.4. If ϕ is an admissible solution of the shock reflection-diffraction
problem, then its shock curve Γshock is uniformly convex in the sense described
in Theorem 2.3.

Furthermore, if a weak solution in the sense of Definition 7.1 satisfies prop-
erties (i)–(iv) of Definition 7.2, then the transonic shock Γshock is a strictly
convex graph in the sense of (2.18)–(2.19) if and only if property (v) of Defi-
nition 7.2 holds.

Proof. The uniform convexity of Γshock for admissible solutions follows from
Lemma 7.8 and Theorems 2.1 and 2.3.

Moreover, if a shock solution in the sense of Definition 7.1 satisfies prop-
erties (i)–(iv) of Definition 7.2, and its shock is a strictly convex graph, then,
by Lemma 7.8(ii), the solution satisfies property (v) of Definition 7.2.

7.2 Reflection problem for supersonic flows past a solid ramp

The second example is the Prandtl-Meyer reflection problem. This is a self-
similar reflection that occurs when a two-dimensional supersonic flow with
velocity v8 � pu8, 0q, u8 ¡ 0, in the direction along the wedge axis hits the
wedge at t � 0. The slip boundary condition on the wedge boundary yields
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Fig. 7.5 Supersonic Prandtl-Meyer
reflection

Fig. 7.6 Subsonic Prandtl-Meyer
reflection

a self-similar reflection pattern; see Figs. 7.5–7.6. Also see Bae-Chen-Feldman
[2, 3].

We consider this problem in the self-similar coordinates. Using the sym-
metry with respect to the ξ1–axis, the problem can be posed in the region:

Λ � R2
�ztξ : ξ2 ¡ maxp0, ξ1 tan θwqu.

Denote by ϕ8 the pseudo-potential of the incoming state.

Definition 7.9. ϕ P C0,1pΛq is a weak solution of the Prandtl-Meyer reflection
problem if ϕ satisfies equation (2.5) in Λ, the boundary conditions (7.3) on BΛ,
and the asymptotic conditions:

lim
RÑ8

}ϕ� ϕ8}CpLθzBRp0qq � 0

along ray Lθ :� tξ1 � ξ2 cot θ, ξ2 ¡ 0u for each θ P pθw, πq in the weak sense
(as in Definition 7.1).

We consider the solutions with the structure shown in Figs. 7.5–7.6. These
solutions are piecewise-smooth and equal to the constant states outside region
Ω described below.

The constant states are defined as follows (see [3, §2] for the details and
proofs): Given the constant self-similar state with velocity v8 � pu8, 0q and
density ρ8 which is supersonic at the origin (the wedge vertex), there exist the
detachment wedge angle θdw P p0, π2 q and the sonic wedge angle θsw P p0, θdwq,
which depend only on pρ8, u8q, such that, for any wedge angle θw P p0, θdwq,

(i) There exists a unique constant state ϕN , which determines the normal
reflection state of ϕ8 from the wedge boundary BW :� tξ1 ¡ 0, ξ2 �
ξ1 tan θwu; that is, ϕN satisfies that BνϕN � 0 on BW , half-line SN :�
tξ : ϕN � ϕ8u X tξ2 ¡ 0u lies in Λ and is parallel to BW , and the
Rankine-Hugoniot condition holds on SN :

ρ8Bνϕ8 � ρN BνϕN on SN .

(ii) There exists a constant state ϕO such that BνϕO � 0 on BW , half-line
SO :� tξ : ϕO � ϕ8u X tξ2 ¡ 0u lies in Λ, the wedge vertex is on SO
(i.e., 0 P SO), and the Rankine-Hugoniot condition holds on SO:

ρ8Bνϕ8 � ρOBνϕO on SO.

In fact, there exist two states for ϕO, weak and strong, and we always
choose the weak one with the smaller density (so that the unique state
ϕO is often referred).
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(iii) ϕO is supersonic (resp. subsonic) at the origin for all θw P p0, θswq (resp.
θw P pθsw, θdwqq. This determines the supersonic and subsonic Prandtl-
Meyer reflection configurations below.

Next, we define the points, lines, and regions in Figs. 7.5–7.6 for a given
wedge angle θw P p0, θdwq as follows:

(a) The sonic arcs ΓN
sonic and ΓO

sonic are the arcs (defined below) of the sonic
circles of the constant states ϕN and ϕO, respectively, with the centers on
BW , since these states satisfy the slip boundary condition on BW :

– ΓN
sonic is the upper arc of BBcN pON q between lines BW and SN . It

follows that ΓN
sonic � Λ, since BBcN pON q intersects the full line SN at

two points. Denote the endpoints of ΓN
sonic by P2 and P3, which lie on

SN and BW , respectively.

– Arc ΓO
sonic is defined only for the supersonic reflection configurations,

i.e., for θw P p0, θswq. In this case, BBcO pOOq intersects half-line SO at
two points within Λ, and ΓO

sonic is the lower arc of BBcO pOOq between
lines BW and SO. Then ΓO

sonic � Λ. Denote the endpoints of ΓO
sonic by

P1 and P4, which lie on SO and BW , respectively.
– For the supersonic configurations, SO,seg is segment OP1. Note that
SO,seg � SO.

– SN ,seg is the portion of SN with the left endpoint P2, i.e., SN ,seg �
SN X tξ1 ¡ ξ1,P2u.

(b) Γwedge is the segment of BW between points P3 and P4 for the supersonic
case (resp. between 0 and P3 for the subsonic case).

(c) There exists a smooth shock curve Γshock with the following properties:

– For the supersonic reflection configurations, Γshock has endpoints P1

and P2;

– For the subsonic reflection configurations, Γshock has endpoints P2 and
O;

– Γshock, ΓN
sonic, Γwedge, and ΓO

sonic do not have common points except at
their end points.

(d) Ω is the domain bounded by the curve formed by Γshock, ΓN
sonic, Γwedge,

and ΓO
sonic.

(e) For the supersonic reflection configurations, ΩO is the region bounded by

arc ΓO
sonic and the straight segments OP1 and OP4.

(f) ΩN is the unbounded region with the boundary consisting of arc ΓN
sonic,

and the straight half-lines BW X tξ1 ¥ ξ1P3
u and SN X tξ1 ¥ ξ1P2

u.
(g) Ω8 :� ΛzΩO YΩ YΩN for the supersonic case, and Ω8 :� ΛzΩ YΩN

for the subsonic case.

Now we define a class of solutions of the Prandtl-Meyer reflection problem
with the structure as in Figs. 7.5–7.6.
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Definition 7.10. Let pρ8, pu8, 0qq be a supersonic state in Ω8, and let θdw
and θsw be the corresponding detachment and sonic angles. Let θw P pθdw, π2 q.
A function ϕ P C0,1pΛq is an admissible solution of the Prandtl-Meyer reflec-
tion problem if ϕ is a solution in the sense of Definition 7.9 and satisfies the
following properties:

(i) The structure of solution is the following:

– If θw P p0, θswq, then the solution is of supersonic reflection configura-
tion as in Fig. 7.5 and satisfies

ϕ P C1pΛzSO,seg Y Γshock Y SN ,segq, (7.22)

ϕ P C3pΩq X C2pΩzΓO
sonic Y ΓN

sonicq X C1pΩq, (7.23)

ϕ �

$'&
'%
ϕ8 in Ω8,

ϕO in ΩO,

ϕN in ΩN ;

(7.24)

– If θw P rθsw, θdwq, then the solution is of subsonic reflection configura-
tion as in Fig. 7.6 and satisfies

ϕ P C1pΛzΓshock Y SN ,segq, (7.25)

ϕ P C3pΩq X C2pΩzptOu Y ΓN
sonicqq X C1pΩq, (7.26)

ϕ �

$'&
'%
ϕ8 in Ω8,

ϕOpOq at O,

ϕN in ΩN ,

(7.27)

DϕpOq � DϕOpOq. (7.28)

(ii) The shock curve Γshock is C2 in its relative interior.

(iii) Equation (2.5) is strictly elliptic in ΩzpΓN
sonicYΓO

sonicq for the supersonic

case and in ΩzpΓN
sonic Y tOuq for the subsonic case.

(iv) Bνϕ8 ¡ Bνϕ ¡ 0 on Γshock, where ν is the normal vector to Γshock

pointing into Ω.

(v) BeSO pϕ8 � ϕq ¤ 0 and BeSN pϕ8 � ϕq ¤ 0 in Ω, where vectors eSO and
eSN are parallel to lines SO and SN , respectively, oriented towards the
interior of Γshock from points P1 and P2, respectively;

Remark 7.11. A version of Remark 7.3 holds in the present case, with the
only difference that the potential function of the incoming state is ϕ8 here,
instead of ϕ1.

Remark 7.12. ϕ in Ω is not a constant state. Indeed, if ϕ is a constant
state in Ω, then ϕ � ϕN in Ω, which follows from (7.24) and (7.27) in the
supersonic and subsonic cases, respectively. On the other hand, we obtain that
ϕ � ϕO in Ω, which follows from both (7.24) for the supersonic case (since
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ϕ is C1 across ΓO
sonic) and the property that pϕ,Dϕq � pϕ2, Dϕ2q at O for

the subsonic case. However, ϕO and ϕN are two different states, which can be
seen from their definitions, since line SN is parallel to BW (so that these lines
do not coincide), while SO intersects BW at point O.

Lemma 7.13. Definition 7.10 is equivalent to the definition of admissible
solutions in [3]; see Definition 2.14 there.

The proof of Lemma 7.13 follows closely the proof of Lemma 7.6 with
mostly notational changes, so we skip this proof here.

From Lemma 7.13, the results of [2, 3] for the existence and properties of
admissible solutions apply to the solutions in the sense of Definition 7.2. We
list some of these properties in the following theorem.

Theorem 7.5. Let pρ8, pu8, 0qq be a supersonic state in Ω8, and let θdw and
θsw be the corresponding detachment and sonic angles. Then any admissible
solution of the Prandtl-Meyer reflection problem with wedge angle θw P p0, θdwq
has the following properties:

(i) Additional regularity:

– If θw P p0, θswq, i.e., when the solution is of supersonic reflection
configuration as in Fig. 7.5, then ϕ P C1,1pΩO YΩ YΩN q and ϕ P
C8pΩzΓO

sonic Y ΓN
sonicq;

– If θw P rθsw, θdwq, i.e., when the solution is of subsonic reflection config-
uration as in Fig. 7.6, then ϕ P C1,αpΩ YΩN q XC1,1pΩ YΩN ztOuq
and ϕ P C8pΩzptOu Y ΓN

sonicqq for some α P p0, 1q, depending on
pρ8, u8, θwq and non-increasing with respect to θw.

(ii) The shock curve Γshock is C8 in its relative interior.
(iii) Γshock has the following regularity up to the endpoints: In the supersonic

case, the whole shock curve SO,seg Y Γshock Y SN ,seg is C2,β for any β P
p0, 1q. In the subsonic case, curve Γshock Y SN ,seg is C1,α with α as in
(i).

(iv) For each e P ConpeSO , eSN q,

Bepϕ8 � ϕq   0 in Ω, (7.29)

where vectors eSO and eSN are introduced in Definition 7.10(v), and
notation (7.20) has been used.

(v) Denote by νw the interior unit normal vector to Γwedge pointing into Ω,
i.e., νw � p� sin θw, cos θwq. Then

Bνwpϕ� ϕOq ¤ 0, Bνwpϕ� ϕN q ¤ 0 in Ω.

Proof. Properties (i)–(iii) are from [3, Theorem 2.16]. Properties (iv) and (v)
are shown in [3, Lemmas 3.2 and 3.6], where the results are stated in a rotated
coordinate system, in which the ξ2–variable is in the direction of νw.
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Theorem 7.6. Let pρ8, pu8, 0qq be a supersonic state in Ω8, and let θdw be
the corresponding detachment angle. Then, for any θw P p0, θdwq, there exists
an admissible solution of the Prandtl-Meyer reflection problem.

The existence of solutions follows from [3, Theorem 2.15].
Now, similar to Lemma 7.8, we have

Lemma 7.14. The following statements hold:

(i) Any admissible solution in the sense of Definition 7.10 satisfies the con-
ditions of Theorems 2.1 and 2.3.

(ii) Any global weak solution of the Prandtl-Meyer reflection problem in the
sense of Definition 7.9 with properties (i)–(iv) of Definition 7.10 and with
shock Γshock being a strictly convex graph in the sense of (2.18)–(2.19)
satisfies property (v) of Definition 7.10.

Proof. We first discuss the proof of assertion (i).
Conditions (A1)–(A5) follow directly as in Lemma 7.8. In particular, in

(A5), Con � ConpeSO , eSN q, where we have used (7.20). Also, A � P1 and
B � P2, where P1 :� O in the subsonic/sonic case.

For condition (A6), we choose e � νw, where νw is defined in Theorem
7.5(v). Then e P Con, which can be seen from the fact that uO ¡ 0 and
vO ¡ 0 with vO

uO
¡ tan θw, and eN � �pcos θw, sin θwq.

In the argument below, the local extrema are relative to Ω. Also, we discuss

the supersonic and subsonic/sonic cases together and define ΓO
sonic :� tOu and

P1 :� O for the subsonic/sonic case.
Recall the boundary conditions:

Bνϕ � 0, BνϕO � 0, BνϕN � 0 on Γwedge.

Also, Dϕ � DϕO on ΓO
sonic by Definition 7.10(i). Thus, Bepϕ � ϕOq � 0 on

ΓwedgeYΓO
sonic, which is the global maximum over Ω by Theorem 7.5(v). Since

ϕ is not a constant state, arguing as in Step 5 of the proof of Lemma 7.8,

we find that, if φe attains its local minimum on Γwedge Y ΓO
sonic, then φe is

constant in Ω. Similarly, using that Dϕ � DϕN on ΓN
sonic and arguing as

above, we conclude that φe cannot attain its local minimum on ΓN
sonic, unless

φe is constant in Ω. Combining all the facts together, we conclude that, if φe
attains its local minimum on ΓN

sonicYΓwedgeYΓO
sonic, then φe is constant in Ω.

We now show that, if φe is constant in Ω, then ϕ is a constant state
in Ω. To fix notations, we consider first the supersonic case. Since conditions
(A1)–(A5) have been verified, we can apply Lemma 3.2. We work in the pS, T q–
coordinates with basis te, eKu and origin O, where the orientation of eK is as
in Lemma 3.2. Then TP4

  TP1
  TP2

  TP3
, where we have used that A � P1

and B � P2. Also,

ΓO
sonic � tS � fOpT q, T P pTP4

, TP1
qu, ΓN

sonic � tS � fN pT q, T P pTP2
, TP3

qu,
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where fO P C8ppTP4 , TP1qq and fN P C8ppTP2 , TP3qq are positive. With this,
we obtain

Ω � tpS, T q : T P pTP4 , TP3q, S P p0, f̂pT qqu,

where f̂ P CpTP4
, TP3

q satisfies

f̂ � fO on pTP4
, TP1

q, f̂ � fe on pTP1
, TP2

q, f̂ � fN on pTP2
, TP3

q, (7.30)

Let φe � a in Ω. Then, from the structure of Ω described above, φpS, T q �
aS � gpT q in Ω for some g P C1pRq. Then, noting that Dϕ � DϕN on ΓN

sonic,
we obtain

g1pT q � BeKφpfN pT q, T q � DpϕN � ϕ8q � eK for all T P pTP2 , TP3q,

where we have used that DpϕN � ϕ8q is a constant vector. Thus, g1pT q is
constant on pTP2 , TP3q so that φpS, T q � aS � bT � c in Ω̂ :� tpS, T q :
T P pTP2

, TP3
q, S P p0, fN pT qqu � Ω. Then, arguing as in Step 5 of the

proof of Lemma 7.8, we conclude that ϕ is a constant state in Ω, which is a
contradiction. For the subsonic/sonic case, the argument is the same, except
the structure of Ω, where now P4 � P1 � O, and fO is not present in (7.30).

Therefore, Case (iii) of (A6) holds with e � νw, Γ1 :� ΓN
sonicYΓwedgeYΓO

sonic

for the supersonic case (resp. Γ1 :� ΓN
sonicYΓwedgeztP2u for the subsonic case),

and Γ2 � H.

We now show that conditions (A7)–(A10) are satisfied with Γ̂0 � ΓN
sonicztP2u,

Γ̂1 � Γ 0
wedge, Γ̂2 � H, and Γ̂3 � ΓO

sonicztP1u for the supersonic case (resp.

Γ̂3 � H for the subsonic case). Indeed, then (A7) clearly holds. Also, (A8)

holds since Dϕ � DϕN on ΓN
sonic, and Dϕ � DϕO on ΓO

sonic for the supersonic
case.

Condition (A9) on Γ̂1 � Γ 0
wedge can be checked as follows: If e � τ � 0 on

Γ 0
wedge, then the argument of Step 5 in the proof of Lemma 7.8 applies here

to yield that φe cannot attain the local minima or maxima on Γ 0
wedge. In the

other case, when e � �νw, we use the boundary condition:

Bνϕ � 0 on Γ 0
wedge

to derive that Bνφ � �u8 sin θw on Γwedge, similar to (7.13). Also, on Γ̂0 �
ΓN
sonicztP2u, Dϕ � DϕN so that φe � BepϕN � ϕ8q � const. The argument

on Γ̂3 � ΓO
sonicztP1u in the supersonic case is similar. This verifies (A9). Case

(i) of (A10) clearly holds here.
To prove assertion (ii), we follow directly the argument of Step 7 in the

proof of Lemma 7.8 with mostly notational changes, e.g., now ϕ8 replaces
ϕ1.

Therefore, we have
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Theorem 7.7. If ϕ is an admissible solution of the Prandtl-Meyer reflection
problem, then its shock curve Γshock is uniformly convex in the sense described
in Theorem 2.3. Moreover, for a weak solution of the Prandtl-Meyer reflection
problem in the sense of Definition 7.9 with properties (i)–(iv) of Definition
7.10, the transonic shock Γshock is a strictly convex graph as in (2.18)–(2.19)
if and only if property (v) of Definition 7.10 holds.

Appendix A Paths Connecting Endpoints of the Minimal and
Maximal Chains

For Λ � Rn, we denote

Λr :� tξ P Λ : distpξ, BΛq ¡ ru. (A.1)

Lemma A.1. Let Λ � Rn be an open set such that Λr is connected for each
r P r0, r0s with given r0 ¡ 0. Let P,Q P Λ be such that BrpP q X Λρ and
BrpQq X Λρ are connected for each 0 ¤ ρ   r ¤ r0. Then there exists a
continuous curve S with endpoints P and Q such that S0 � Λ. More precisely,
S � gpr0, 1sq, where g P Cpr0, 1s;Rnq, g is locally Lipschitz on p0, 1q, gp0q � P ,
gp1q � Q, and gptq P Λ for all t P p0, 1q.

Proof. We first note that, after points P and Q are fixed, we can assume that
Λ is a bounded set; otherwise, we replace Λ by ΛXB, where B is an open ball
and P,Q P B.

We divide the proof into three steps.

1. We notice that, if P,Q P Λr for some r P r0, r0q, then there exists a
piecewise-linear path S with a finite number of corner points connecting P
to Q such that S � Λr{2. This is obtained via covering Λr by balls Br{2pξiq,
i � 1, . . . , N , with each ξi P Λr and via noting that, since Λr is connected,
then any ξi and ξj can be connected by a piecewise-linear path with at most
N corners, each section of which is a straight segment connecting centers of
two intersecting balls of the cover.

Thus, the path connecting ξi to ξj lies in YNk�1Br{2pξkq � Λr{2. Then we
connect P to Q by first connecting P (resp. Q) to the nearest center of ball
ξi (resp. ξj) via a straight segment that lies in Br2pξiq (resp. Br2pξjq), and
next connect ξi to ξj as above. In this way, the whole path S between P
and Q is Lipschitz up to the endpoints and lies in Λr{2. Clearly, there exists
g P C0,1pr0, 1s;Rnq with gp0q � P , gp1q � Q, and gptq P Λr{2 for all t P r0, 1s
such that S � gpr0, 1s. Therefore, this lemma is proved for any P,Q P Λ.

2. Now we consider the case when P P BΛ and Q P Λ. Since Λ is open, there
exists a sequence Pm Ñ P with Pm P Λ for m � 1, 2, . . . . Then Pm P Λrm with
rm ¡ 0 and rm Ñ 0. Thus, taking a subsequence, we can assume without loss
of generality that 0   rm   r0

m for all m.
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As proved in Step 1, P1 can be connected to Q by a Lipschitz curve that
is parameterized by g P C0,1pr 12 , 1s;Rnq with

gp1
2
q � P1, gp1q � Q, gptq P Λr̃ for all t P r0, 1s,

where r̃ ¡ 0. Since pBrpP q X Λqε � Br�εpP q X Λε for all ε P r0, r2 q, then
the assumptions of this lemma allow to apply the result of Step 1 to sets
Br0{mpP q X Λ for m � 1, 2, . . . . Thus, for each m � 1, 2, . . . , we obtain a
Lipschitz path between Pm and Pm�1 which lies in Br0{mpP q X Λ and is pa-

rameterized by g P C0,1pr 1

m� 2
,

1

m� 1
s;Rnq with

gp 1

m� 1
q � Pm, gp 1

m� 2
q � Pm�1,

gptq P B r0
m
pP q X Λr̃m for all t P r 1

m�2 ,
1

m�1 s.

Combining the above together, we obtain a function g : p0, 1s Ñ Rn such that
g P Cpr0, 1s;Rnq X C0,1

loc pp0, 1s;Rnq with

lim
tÑ0�

gptq � P, gp1q � Q, gptq P Λ for all t P p0, 1s.

This completes the proof for the case when P P BΛ and Q P Λ.

3. The remaining case for both P,Q P BΛ now readily follows, by connecting
each of P and Q to some C P Λ and taking the union of the paths.

Lemma A.2. Let Ω � R2 satisfy the conditions stated at the beginning of §3.3,
and let r� be the constant from Lemma 3.10. Let Ωρ be defined as in (A.1).

Then there exists r0 P p0, r�10 s such that sets Ωρ are connected for all ρ P r0, r0s,
and sets BrpEq X Ωρ are connected for any E P Ω and 0 ¤ ρ   r ¤ r0.
Moreover, if 0 ¤ ρ   r ¤ 2r0, P P Ω, and distpP, BΩq   r, then

distpE, BΩ XBrpP qq ¤ Cρ for each E P BΩρ XBrpP q, (A.2)

where C depends only on the constants in the assumptions on Ω.

Proof. Throughout this proof, C denotes a universal constant, depending only
on Ω. We divide the proof into two steps.

1. We first describe the structure of BΩρ for sufficiently small ρ ¡ 0 and
show that Ωρ is connected for such ρ and (A.2) holds.

Denote by Γi, i � 1, . . . ,m, the smooth regions of BΩ up to the corner
points. Then, for P P Ω, we have

distpP, BΩq � min
i�1,...,m

distpP, Γiq.

Denote

Ωi � tP P Ω : distpP, BΩq � distpP, Γiqu.



76 Gui-Qiang G. Chen et al.

Using that each Γi is C1,α up to the corner points, and the angles at the corner
points are between p0, πq, we now show that there exists r0 ¡ 0 such that, for
any ρ P p0, r0q and i � 1, . . . ,m, the set:

Γ ρi :� tP P Ωi : distpP, BΩq � ρu

is a Lipschitz curve. In addition, Γ ρi is close to Γi in the Lipschitz norm in the
sense described bellow.

Consider first a curve Γ � tps, tq P R2 : s � gptqu for some g P C1,αpRq.
Let ρ ¡ 0 and Γ ρ � tps, tq P R2 : s ¡ gptq, distpps, tq, Γ q � ρu. Fix t0 P R
and r ¡ 10ρ, and denote L :� }g}C0,1prt0�2r,t0�2rsq. Then we find that, for any

t1 P rt0 � r, t0 � rs, there exists s1 P rgpt1q � ρ, gpt1q � ρ
?
L2 � 1s such that

ps1, t1q P Γ ρ and

Γ ρ X tps, tq P R2 : |t� t0| ¤ r, s ¡ s1 � L|t� t1|u � H

by noting that Bρps1, t1q X Γ � H. From this,

Γ ρ � tps, tq P R2 : s � gρptqu

with gρ P C0,1
loc pRq and }g � gρ}L8pr�r,rsq ¤ ρ

?
L2 � 1. Moreover, fix P P Γ ρ.

Then there exists Q P Γ such that distpP,Qq � ρ. It follows that

BρpP q X Γ � H, BρpQq X Γ ρ � H.

From this, for any r P p0, 1q, we find that there exists r0 P p0, r10 s depending

only on r, α, and L̂ :� }g}C1,αpr3r,3rsq such that, if ρ P p0, r0s, then, for any
P � pgρptP q, tP q P Γ ρ X tt P r�r, rsu, we have

gρptq ¥ gρptP q � g1ptQqpt� tP q � L̂rα|t� tP |
¥ gρptP q � g1ptP qpt� tP q � L̂prα � ραq|t� tP |

for any t P r�2r, 2rs, where Q :� pgptQq, tQq a point such that distpP,Qq � ρ.
Then, noting that

|gptq � gptP q � g1ptP qpt� tP q| ¤ Lrα|t� tP | for any t P r�2r, 2rs,

and }g � gρ}L8pr�r,rsq ¤ ρ
a
L̂2 � 1, we have

}g � gρ}C0,1pr�r,rsq ¤ L̂ρα � ρ

b
L̂2 � 1.

Thus, for any ε P p0, 1q, reducing r0, we obtain

}g � gρ}C0,1pr�r,rsq ¤ ε if ρ ¤ r0. (A.3)

From this, under the conditions of Case (a) in the proof of Lemma 3.10,
when (3.17) holds, we follow the argument in the proof of Lemma 3.10 and
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choosing sufficiently small r0 and ε in (A.3) to obtain that, for any positive
ρ   mintr, r0u,

Ωρ XQ 3r
2
� tps, tq P Q 3r

2
: s ¡ gρptqu,

BΩρ XQ 3r
2
� tps, tq P Q 3r

2
: s � gρptqu. (A.4)

Furthermore, under the conditions of Case (b) in the proof of Lemma 3.10,
when (3.18)–(3.19) hold, we repeat the argument there by choosing small r0
and ε, and conclude that, for any positive ρ   mintr, r0u,

Ωρ XQ3Nr � tps, tq P Q3Nr : s ¡ maxpgρ1ptq, gρ2ptqqu,
BΩρ XQ3Nr � tps, tq P Q3Nr : s � maxpgρ1ptq, gρ2ptqqu,

(A.5)

where gρ1 and gρ2 satisfy (A.3) with g1 and g2, respectively, and that there
exists tρ P p�Cρ,Cρq such that

gρ1ptq ¡ gρ2ptq for t   tρ, gρ1ptq   gρ2ptq for t ¡ tρ. (A.6)

We adjust r0 so that r0 ¤ r�

10 . Then, from (A.4)–(A.6) with r � r�, we ob-
tain that, for each ρ P p0, r0s, BΩρ is a Lipschitz curve without self-intersection.
It follows that Ωρ is simply-connected.

Also, combining (A.4) with (3.17) and (A.5)–(A.6) with (3.18)–(3.19) for
r � r0, choosing ε small in (A.3) for g, g1, and g2, and adjusting r0, we have

distpBΩρ, BΩq ¤ Cρ for each ρ P p0, r0q.
Then we conclude (A.2).

2. Now we show that BrpEq XΩρ is connected for any E P Ω and 0 ¤ ρ  
r ¤ r0.

Assume that distpE, BΩq   2r (otherwise, the result already holds). Since

r0 ¤ r�

10 , we obtain (3.17)–(3.19) for 2r instead of r, so that (A.4)–(A.6) hold
for 2r instead of r. Then, arguing as in the proof of Lemma 3.10 and possibly
reducing r0, we obtain the following:

– If BrpEq XΩ has expression (3.21), then

Ωρ XBrpEq � tps, tq : t P pt�ρ , t�ρ q, maxpf�ptq, gρptqq   s   f�ptqu,
where t�ρ P p 9r10 , rs and t�ρ P r�r,� 9r

10 q with |t�ρ � t�| ¤ Cρ, f� ¡ gρ on
pt�ρ , t�ρ q, and f�   gρ on r�r, rszrt�ρ , t�ρ s;

– If BrpEq XΩ has expression (3.28), then

Ωρ XBrpEq � tps, tq : t P pt�ρ , t�ρ q, maxpf�ptq, gρ1ptq, gρ2ptqq   s   f�ptqu,
where t�ρ P rt� � r, t�q and t�ρ P pt�, t� � rs with |t�ρ � t�| ¤ Cρ, and
f�ptq ¡ maxpgρ1ptq, gρ2ptqq on pt�ρ , t�ρ q.

The facts above imply that sets BrpEq XΩρ are connected.
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In the next lemma, we use the minimal and maximal chains in the sense
of Definition 3.7.

Lemma A.3. Let Ω � R2 satisfy the conditions stated at the beginning of §3.3,
and let r0 be the constant from Lemma A.2. Let E1, E2 P Ω, and let there exist
a minimal or maximal chain tEiuNi�1 of radius r1 P p0, r0s connecting E1 to
E2 in Ω, i.e., E0 � E1 and EN � E2. Denote

Λ �
N¤
i�0

Br1pEiq XΩ

so that E1, E2 P BΛ. Then there exists r̂0 ¡ 0 such that set Λ and points
tE1, E2u satisfy the conditions of Lemma A.1 with radius r̂0.

Proof. We divide the proof into two steps.

1. We first show the existence of r̂0 P p0, r1q such that Λρ is connected for
each ρ P p0, r̂0s. We recall that r1 ¤ r0 ¤ r� so that the conclusions of Lemma
3.10 hold for Br1pEiq.

Since, for each P P Λ,

distpP, BΛq � min
 
distpP, Bp

N¤
i�0

Br1pEiqqq, distpP, BΩq(,
then

Λρ �
N¤
i�0

Br1�ρpEiq XΩρ. (A.7)

By Lemma 3.10(ii) and property (b) of Definition 3.7, we see that, if r1 ¤
r�, then Br1pEiqXBr1pEi�1qXΩ � H for i � 0, . . . , N � 1. Note that all the
sets in the last intersection are open. Then, recalling that r1 ¤ r0 and using
(A.2) in Lemma A.2, we obtain that there exists r̂0 P p0, r1q such that, for any
ρ P p0, r̂0q,

Br1�ρpEiq XBr1�ρpEi�1q XΩρ � H for i � 0, . . . , N � 1.

Also, from Lemma A.2, sets Br1�ρpEiqXΩρ are connected, since r1 ¤ r0. Then

we obtain that
N¤
i�0

Br1�ρpEiq XΩρ is connected by using the argument in the

proof of Lemma 3.12(i). Thus, by (A.7), we conclude that Λρ is connected for
all ρ P p0, r̂0q.

2. Since Br1pE0q XΩ � Λ, then we use (A.7) to obtain

BrpE0q X Λρ � BrpE0q XΩρ for all r P p0, r110 s and ρ P p0, rq.
Sets BrpE0q XΩρ with r and ρ as above are connected by Lemma A.2. Thus,
the assumptions of Lemma A.1 with radius r1

10 hold for point E1 � E0. For
point E2 � EN , the argument is similar.
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