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ON MULTIPLE FREQUENCY POWER DENSITY MEASUREMENTS II.
THE FULL MAXWELL’S EQUATIONS

GIOVANNI S. ALBERTI

Abstract. We shall give conditions on the illuminations ϕi such that the solutions to the
Maxwell’s equations 

curlEi = iωµHi in Ω,
curlHi = −i(ωε+ iσ)Ei in Ω,
Ei × ν = ϕi × ν on ∂Ω,

satisfy certain non-zero qualitative properties inside the domain Ω, provided that a finite number
of frequencies ω are chosen in a fixed range. The illuminations are explicitly constructed. This
theory finds applications in several hybrid imaging problems, where unknown parameters have
to be imaged from internal measurements. Some of these examples are discussed. This paper
naturally extends a previous work of the author [Inverse Problems 29 (2013) 115007], where the
Helmholtz equation was studied.

1. Introduction

Let Ω ⊆ R3 be a smooth bounded domain and consider the Dirichlet boundary value problem
for the Maxwell’s equations

(1)

 curlEϕω = iωµHϕ
ω in Ω,

curlHϕ
ω = −i(ωε+ iσ)Eϕω in Ω,

Eϕω × ν = ϕ× ν on ∂Ω,
where µ, ε and σ are uniformly positive definite real tensors representing the magnetic permeability,
the electric permittivity and the conductivity, respectively, ϕ is a given illumination and ω > 0. It
is well known that the above problem is well-posed and admits a unique solution (Eϕω , H

ϕ
ω ).

We want to find suitable illuminations ϕi such that the corresponding solutions to (1) satisfy
certain non-zero conditions in Ω. For example, we may look for three illuminations ϕ1, ϕ2 and ϕ3

such that

(2)
∣∣det

[
Eϕ1
ω Eϕ2

ω Eϕ3
ω

]
(x)
∣∣ > 0,

or, more generally, for b illuminations ϕ1, . . . , ϕb such that the corresponding solutions verify r
conditions given by

(3)
∣∣ζl((Eϕ1

ω , Hϕ1
ω ), . . . , (Eϕbω , Hϕb

ω )
)
(x)
∣∣ > 0, l = 1, . . . , r,

where the maps ζl depend on (Eiω, H
i
ω) and their derivatives.

This problem is generally studied for a fixed frequency ω > 0. A possible approach to find
suitable illuminations uses complex geometric optics (CGO) solutions for the Maxwell’s equations.
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They were introduced by Colton and Päivärinta [19], and generalize the GCO solutions originally
introduced for the Calderón problem [21] by Sylvester and Uhlmann [27]. These are highly oscil-
latory solutions of (1) and can be chosen to satisfy (3) (see [18]). Unfortunately, CGO solutions
have some drawbacks. First, their construction depends on the knowledge of the parameters µ, ε
and σ, which in inverse problems are usually unknown. Second, they may be numerically unstable
to implement due to their high oscillations. Third, the parameters have to be very smooth. In
the elliptic case, another construction method for the illuminations uses the Runge approximation,
which ensures that locally the solutions of the general problem behave like the solutions to the
constant coefficient case. This approach was first introduced by Bal and Uhlmann in the case of
elliptic equations [15]. As in the case of CGO solutions, the suitable illuminations are not explicitly
constructed and may depend on the unknown parameters µ, ε and σ.

In this paper we propose an alternative strategy to this issue based on the use of multiple
frequencies in a fixed range Kad = [Kmin,Kmax], for some 0 < Kmin < Kmax. Namely, given the
maps ζl, we shall give conditions on the illuminations such that the corresponding solutions satisfy
the required properties, provided that a finite number of frequencies are used in the range Kad.
These conditions may depend on some (or none) of the parameters. More precisely, there exist
illuminations ϕi and a finite number of frequencies K ⊆ Kad such that (3) is satisfied for every
x ∈ Ω and for some ω ∈ K depending on x. For example, we shall show that the choice {e1, e2, e3}
is sufficient for condition (2), provided that σ is close to a constant. The main idea behind this
method is simple: if the illuminations are suitably chosen then the zero level sets of functionals
depending on Eϕω and Hϕ

ω move when the frequency changes. The proof is based on the regularity
theory for Maxwell’s equations, on the analyticity of the map ω 7→ (Eϕω , H

ϕ
ω ) for complex frequencies

ω and on the fact that the required conditions are satisfied in ω = 0.
This work is the natural completion of a previous paper [1], where the same problem was studied

for the Helmholtz equation. The generalization to Maxwell’s equations is not straightforward.
Regularity theory for Maxwell’s equations is less developed than elliptic regularity theory, and a
recent work [2] has been used here to have minimal regularity assumptions on the coefficients. Well-
posedness for (1) with ω ∈ C \Σ follows by a standard argument, but is not as classical as with the
Helmholtz equation, since we consider a complex frequency-dependent refractive index ε+ iω−1σ.

This theory finds applications in the reconstruction procedures of several hybrid problems. In
hybrid imaging techniques different types of waves are combined simultaneously to obtain high-
resolution and high-contrast images (see [7, 22, 8]). In a first step, internal functionals, or power
densities, are measured inside the domain. In a second step, the parameters have to be reconstructed
from the knowledge of these power densities. In most situations, the problem is modeled by the
Helmholtz equation [29, 4, 13, 6, 15, 14, 5] or by the full Maxwell’s equations [24, 11, 16, 18], and
the second step usually requires the availability of solutions satisfying certain qualitative properties
inside the domain, such as (2) or, more generally, (3), for some maps ζl depending on the particular
problem under consideration. These conditions have been shown to be satisfied by suitable CGO
solutions or by means of the Runge approximation in the elliptic case. The multi-frequency approach
described in this work is an alternative. Since K is finite, the dependence of the frequency on x
does not constitute a source of instability in the reconstruction (see Section 4).

In [1] the microwave imaging by ultrasound deformation technique modeled by Helmholtz equa-
tion was studied as an application. In this paper we provide three different examples of applica-
tions. Two are related to the problem of reconstructing the electromagnetic parameters from the
knowledge of the magnetic field inside the domain. The third one deals with an inverse problem
for electro-seismic conversion. In the literature regarding hybrid inverse problems, the Helmholtz
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equation approximation, rather than the full Maxwell’s equations, has often been considered. It is
likely that as this domain develops, other reconstruction algorithms requiring (3) to be satisfied for
some maps ζl will appear, thereby providing possible new applications for this theory.

The multi-frequency approach described in this work provides a good alternative to the use of
CGO or of the Runge approximation to find solutions satisfying qualitative properties inside the
domain. However, a few points remain unsolved, and the same aspects are unsolved also in the
case of the Helmholtz equation studied in [1]. First, is it possible to find a lower bound in (3)?
Second, can we quantify the number of needed frequencies? In the case of the Helmholtz equation,
numerical simulations were performed and suggest that in two dimensions three frequencies are
sufficient. Third, can we remove the assumption on σ being close to a constant (when (2) is
considered)? A possible way to tackle the last point consists in the use of generic illuminations,
that in some situations may be sufficient for a general σ (see Remark 7).

This paper is organized as follows. In Section 2 we precisely describe the setting and state the
main theoretical result. Then, we apply this to three particular hybrid problems and study the
reconstruction procedures. In Section 3 we prove the main result, and more details on the multi-
frequency approach are given. In Section 4 the examples of hybrid problems are discussed in more
details. Section 5 is devoted to the proof of some results regarding well-posedness, regularity and
analyticity properties of Maxwell’s equations which are stated in Section 3.

2. Main results

Let Ω ⊆ R3 be a Cκ+1,1 bounded, connected and simply connected domain for some κ ∈ N∗
with a simply connected boundary ∂Ω. Let µ, ε, σ ∈ L∞(Ω;R3×3) be real tensors satisfying the
ellipticity conditions

(4) λ |ξ|2 ≤ ξ · µξ ≤ Λ |ξ|2 , λ |ξ|2 ≤ ξ · εξ ≤ Λ |ξ|2 , λ |ξ|2 ≤ ξ · σξ ≤ Λ |ξ|2 , ξ ∈ R3,

for some λ,Λ > 0. Moreover, as far as the regularity of these coefficients is concerned, we assume
that

(5) µ, ε, σ ∈Wκ,p(Ω;R3×3)

for some p > 3 and κ ∈ N∗. We shall study problem (1) with illumination satisfying

(6) ϕ ∈Wκ,p(Ω;C3), curlϕ · ν = 0 on ∂Ω.

The second of these conditions is required to make the problem well-posed if ω = 0 (see Section 5).
The natural functional space associated to (1) is

H(curl,Ω) = {u ∈ L2(Ω;C3) : curlu ∈ L2(Ω;C3)}.

2.1. A multi-frequency approach to the boundary control of Maxwell’s equations. Let
Kad = [Kmin,Kmax] be the range of frequencies we have access to, for some 0 < Kmin < Kmax.

Definition 1. Given a finite set K ⊆ Kad and illuminations ϕ1, . . . , ϕb satisfying (6), we say that
K × {ϕ1, . . . , ϕb} is a set of measurements.

Let K × {ϕ1, . . . , ϕb} be a set of measurements. For any (ω, ϕi) ∈ K × {ϕ1, . . . , ϕb} denote the
unique solution to (1) in H(curl,Ω)2 by (Eiω, H

i
ω), namely

(7)

 curlEiω = iωµHi
ω in Ω,

curlHi
ω = −iqωEiω in Ω,

Eiω × ν = ϕi × ν on ∂Ω,



ON MULTIPLE FREQUENCY POWER DENSITY MEASUREMENTS II 4

where

(8) qω = ωε+ iσ.

In Proposition 15 we shall show that (Eiω, H
i
ω) ∈ Cκ−1(Ω;C6).

The reconstruction procedures in hybrid problems often requires the availability of a certain
number of illuminations such that the corresponding solutions to (7) and their derivatives up to
the (κ− 1)-th order satisfy some non-zero conditions inside the domain. Let b ∈ N∗ be the number
of illuminations and r ∈ N∗ be the number of non-zero conditions. These conditions depend on the
particular problem under consideration, but it turns out that most of them can be written in the
following form.

Definition 2. Let b, r ∈ N∗ be two positive integers, s > 0 and let

(9) ζ = (ζ1, . . . , ζr) : Cκ−1(Ω;C6)b −→ C(Ω;C)r be analytic.

A set of measurements K×{ϕ1, . . . , ϕb} is ζ-complete if for every x ∈ Ω there exists ω = ω(x) ∈ K
such that

(10)

1.
∣∣ζ1((E1

ω, H
1
ω), . . . , (Ebω, H

b
ω)
)
(x)
∣∣ ≥ s,

...
...

r.
∣∣ζr((E1

ω, H
1
ω), . . . , (Ebω, H

b
ω)
)
(x)
∣∣ ≥ s.

The notion of analyticity for maps between complex Banach spaces will be given in Section 3.
This notion generalizes the usual one for maps of complex variable, and for now we anticipate some
basic facts (detailed in Lemma 14): multilinear bounded functions are analytic, the composition of
analytic functions is analytic, and ζ is analytic if and only if ζl is analytic for every l.

The analyticity assumption on ζ is not particularly restrictive, as it will be clear from the
following three examples of maps ζ’s . In the next subsection, we shall see that these examples are
motivated by some hybrid problems.

Example 3. Take b = 3, r = 1, κ = 1 and ζ(1) defined by

ζ(1)((u1, v1), (u2, v2), (u3, v3)) = det
[
u1 u2 u3

]
, (ui, vi) ∈ C(Ω;C6).

The map ζ(1) is multilinear and bounded, whence analytic. In this case, the condition characterizing
ζ(1)-complete sets of measurements is

(11)
∣∣det

[
E1
ω E2

ω E3
ω

]
(x)
∣∣ ≥ s.

In other words, (11) signals the availability, in every point, of three independent electric fields and,
in particular, of one non-vanishing electric field.

Example 4. Take b = 6, r = 1 and κ = 2. First consider the function η : C1(Ω;C3)2 −→ C(Ω;C3)
given by

(12) η(u1, u2) = (∇u1)u2 − (∇u2)u1 + divu1u2 − divu2u1 − 2 t(∇u1)u2 + 2 t(∇u2)u1.

Define now ζ(2) : C1(Ω;C6)6 −→ C(Ω;C) by

ζ(2)((u1, v1), . . . , (u6, v6)) = det
[
η(u1, u2) η(u3, u4) η(u5, u6)

]
.

As before, the map ζ(2) is multilinear and bounded, whence analytic. The interpretation of the
corresponding condition (10) is not immediate, and the reader is referred to the following subsection
for an application.
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Example 5. Take b = 6, r = 2 and κ = 2. As r = 2, the map ζ(3) considered here involves
two conditions. The first one is given by ζ(2), and the second one refers to the availability of one
non-vanishing electric field. More precisely, we define ζ(3) : C1(Ω;C6)6 −→ C(Ω;C)2 by

ζ(3)((u1, v1), . . . , (u6, v6)) =
(
ζ(2)((u1, v1), . . . , (u6, v6)) , (u1)2

)
.

The two components of this map are analytic, and so ζ(3) is analytic.

Before studying the construction of ζ-complete sets of measurements, let us make a comment
on (1). As already stated in the introduction, our strategy to make use of several frequencies
starts with a study of (1) when ω = 0. For ω > 0, the well-posedness for this problem is classical
[23]. However, in order to make the problem well-posed in the case ω = 0, we need to add
some constraints on Hω, as it will be shown in Section 5. In particular, we look for solutions
(Eω, Hω) ∈ H(curl,Ω)×Hµ(curl,Ω), where

Hµ(curl,Ω) = {v ∈ H(curl,Ω) : div(µv) = 0 in Ω, µv · ν = 0 on ∂Ω}.
We shall see that problem (1) is well-posed in H(curl,Ω)×Hµ(curl,Ω) for all ω ≥ 0.

The main result of this work deals with the construction of ζ-complete sets of measurements.

Theorem 6. Assume that (4) and (5) hold. Let σ̂ ∈Wκ,p(Ω;R3×3) be an arbitrary matrix valued
function satisfying (4), ϕ1, . . . , ϕb satisfy (6) and ζ be as in (9). Suppose that

(13) ζl
(
(Ê1

0 , Ĥ
1
0 ), . . . , (Êb0, Ĥ

b
0)
)
(x) 6= 0, x ∈ Ω, l = 1, . . . , r,

where (Êi0, Ĥ
i
0) ∈ H(curl,Ω) × Hµ(curl,Ω) is the solution to (7) with σ̂ in lieu of σ and ω = 0,

namely

(14)


curlÊi0 = 0 in Ω,
div(σ̂Êi0) = 0 in Ω,
Êi0 × ν = ϕi × ν on ∂Ω,


curlĤi

0 = σ̂Êi0 in Ω,
div(µĤi

0) = 0 in Ω,
µĤi

0 · ν = 0 on ∂Ω.

There exists δ > 0 such that if ‖σ − σ̂‖Wκ,p(Ω;R3×3) ≤ δ then we can choose a finite K ⊆ Kad such
that

K × {ϕ1, . . . , ϕb}
is a ζ-complete set of measurements.

In the following remark we discuss assumption (13) and the dependence of the construction of
the illuminations on the electromagnetic parameters.

Remark 7. Suppose that we are in the simpler case σ̂ = σ. This result states that we can construct
a ζ-complete set of measurements, if the illuminations ϕ1, . . . , ϕb are chosen in such a way that
(13) holds true. It is in general much easier to satisfy (13) than (10), as ω = 0 makes problem (7)
simpler (see next subsection). Note that (14) does not depend on ε, so that the construction of the
illuminations ϕ1, . . . , ϕb is independent of ε. For the same reason, their construction may depend
on σ and µ. However, in the cases where the maps ζl involve only the electric field E, it depends
on σ, and not on ε and µ (see Corollary 10).

A typical application of the theorem is in the case where σ is a small perturbation of a known
constant tensor σ̂. Then, the construction of the illuminations ϕ1, . . . , ϕb is independent of σ. A
similar argument would work if µ is a small perturbation of a constant tensor µ̂ . We have decided
to omit it for simplicity, since in the applications we have in mind the maps ζl do not depend on
the magnetic field H, thereby making assumption (13) independent of µ.
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In [1], we showed that in the case of the Helmholtz equation there exist occulting illuminations,
that is, boundary conditions for which a finite number of frequencies is not sufficient, and so the
assumption corresponding to (13) cannot be completely removed. Yet, it is very likely that this
assumption can be considerably weakened. Further investigations in this direction may lead to a
construction totally independent of the electromagnetic parameters. For example, it is natural to
wonder whether generic illuminations are non occulting. In the case of the Helmholtz equation, we
can prove that this is the case if we consider the map ζ(u) = ∇u.

In the following remark we discuss the construction of the finite set of frequencies K.

Remark 8. The proof of the theorem is constructive as far as the choice of the set K is concerned.
Given a converging sequence in Kad, a suitable finite subsequence will be sufficient. More details
are given in Lemma 19. An upper bound for the number of needed frequencies is still unavailable.
Numerical simulations for the Helmholtz model were performed in [1], which suggest that three
frequencies are sufficient in two dimensions. We believe that four frequencies should be sufficient
in the case of Maxwell’s equations in dimension three.

Finally, we comment on the regularity assumption on the coefficients.

Remark 9. The regularity of the coefficients required for this approach is much lower than the
regularity required if CGO solutions are used. Indeed, if the conditions depend on the derivatives
up to the (κ − 1)-th order, with this approach we require the parameters to be in Wκ,p for some
p > 3, while with CGO we need at least Wκ+2,p [18].

In the case where the conditions given by the map ζ are independent of the magnetic field H,
Theorem 6 can be rewritten in the following form.

Corollary 10. Assume that (4) and (5) hold. Let σ̂ ∈ Wκ,p(Ω;R3×3) satisfy (4) and ζ be as in
(9) and independent of H. Take ψ1, . . . , ψb ∈Wκ+1,p(Ω;C). Suppose that

(15) ζl
(
∇w1, . . . ,∇wb

)
(x) 6= 0, x ∈ Ω, l = 1, . . . , r,

where wi ∈ H1(Ω;C) is the solution to{
div(σ̂∇wi) = 0 in Ω,
wi = ψi on ∂Ω.

There exists δ > 0 such that if ‖σ − σ̂‖Wκ,p(Ω;R3×3) ≤ δ then we can choose a finite K ⊆ Kad such
that

K × {∇ψ1, . . . ,∇ψb}
is a ζ-complete set of measurements.

In other words, if the required qualitative properties do not depend on H, then the problem of
finding ζ-complete sets is completely reduced to satisfying the same conditions for the gradients of
solutions to the conductivity equation. This last problem has received a considerable attention in
the literature (see e.g. [3, 17, 31, 15, 10, 9, 12]).

2.2. Applications to hybrid problems. In this subsection we apply the theory introduced so
far to three reconstruction procedures arising in hybrid imaging. In each case, the reconstruction
is possible if we have a ζ-complete sets of measurements, where ζ is one of the maps discussed
in Examples 3, 4 and 5. Only the main points are discussed here, and full details are given in
Section 4.
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2.2.1. Reconstruction of ε and σ from knowledge of internal magnetic fields - first method. Com-
bining boundary measurements with an MRI scanner, we can measure the internal magnetic fields
Hi
ω [24, 11]. Assuming µ = 1, the electromagnetic parameters to image are ε and σ, and both are

assumed isotropic. We shall consider two different reconstruction algorithms. For the first method,
the relevant map ζ is the determinant ζ(1) introduced in Example 3.

Let K ×{ϕ1, ϕ2, ϕ3} be a set of measurements and consider problem (7). We shall show that qω
given by (8) satisfies a first order partial differential equation in Ω, with coefficients depending on
the magnetic fields, thereby known. This equation is of the form

∇qωM (1)
ω = F (1)(ω, qω, H

i
ω,∆H

i
ω) in Ω,

where M (1)
ω is the 3× 6 matrix-valued function given by

M (1)
ω =

[
curlH1

ω × e1 curlH1
ω × e2 · · · curlH3

ω × e1 curlH3
ω × e2

]
,

and F (1) is a given vector-valued function. If

(16)
∣∣det

[
E1
ω E2

ω E3
ω

]
(x)
∣∣ > 0,

then M (1)
ω (x) admits a right inverse (M

(1)
ω )−1(x). The equation for qω becomes

(17) ∇qω(x) = F (1)(ω, qω, H
i
ω,∆H

i
ω)(M (1)

ω )−1(x).

Suppose now that K×{ϕ1, ϕ2, ϕ3} is det-complete. This implies that (16) is satisfied everywhere in
Ω for some ω = ω(x). We shall see that in this case it is possible to integrate (17) and reconstruct
uniquely qω, provided that qω is known at one point of Ω.

In this example, we have seen that ζ(1)-complete sets are sufficient to be able to image the
electromagnetic parameters. Moreover, ζ(1)-complete sets can be explicitly constructed by using
Corollary 10.

Proposition 11. Assume that (4) and (5) hold with κ = 1 and let σ̂ ∈ R3×3 be positive definite.
There exists δ > 0 such that if ‖σ − σ̂‖W 1,p(Ω;R3×3) ≤ δ then we can choose a finite K ⊆ Kad such
that

K × {e1, e2, e3}
is a ζ(1)-complete set of measurements.

Proof. We want to apply Corollary 10 with ζ = ζ(1) and ψi = xi for i = 1, 2, 3. We only need to
show that (15) holds. Since wi = xi, for every x ∈ Ω there holds

ζ
(
∇w1,∇w2,∇w3

)
(x) = det

[
e1 e2 e3

]
= 1 6= 0,

as desired. �

2.2.2. Reconstruction of ε and σ from knowledge of internal magnetic fields - second method. We
consider the reconstruction procedure discussed in [11] for the same hybrid problem studied before.
As we shall see, in this case the relevant map ζ is ζ(2), introduced in Example 4.

Let K×{ϕ1, . . . , ϕ6} be a set of measurements and consider problem (7). We shall prove that qω
satisfies a first order partial differential equation in Ω, with coefficients depending on the magnetic
fields, thereby known. This equation is of the form

(18) ∇qωM (2)
ω = qωF

(2)(curlHi
ω) in Ω,
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where M (2)
ω is the 3× 3 matrix-valued function given by

M (2)
ω =

[
η(curlH1

ω, curlH2
ω) η(curlH3

ω, curlH4
ω) η(curlH5

ω, curlH6
ω)
]
,

with η given by (12), and F (2) is a vector-valued function. It turns out that η(curlHi
ω, curlHj

ω) =
−q2

ωη(Eiω, E
j
ω), whence

M (2)
ω = −q2

ω

[
η(E1

ω, E
2
ω) η(E3

ω, E
4
ω) η(E5

ω, E
6
ω)
]
.

Therefore, if

(19)
∣∣det

[
η(E1

ω, E
2
ω) η(E3

ω, E
4
ω) η(E5

ω, E
6
ω)
]

(x)
∣∣ > 0,

then the equation for qω becomes

(20) ∇qω(x) = qωF
(2)(curlHi

ω)(M (2)
ω )−1(x).

Suppose now that K × {ϕ1, ϕ2, ϕ3} is ζ(2)-complete. This implies that (19) is satisfied everywhere
in Ω for some ω = ω(x). As in the previous case, it is possible to integrate (20) and reconstruct qω
uniquely, provided that qω is known at one point of Ω.

In this example, we have seen that ζ(2)-complete sets are sufficient to be able to reconstruct the
electromagnetic parameters. As in the previous case, ζ(2)-complete sets can be explicitly constructed
using Corollary 10. Let I denote the 3× 3 identity matrix.

Proposition 12. Assume that (4) and (5) hold with κ = 2 and take σ̂ > 0. There exists δ > 0
such that if ‖σ − σ̂I‖W 2,p(Ω;R3×3) ≤ δ then we can choose a finite K ⊆ Kad such that

K × {e2,∇(x1x2), e3,∇(x2x3), e1,∇(x1x3)}

is a ζ(2)-complete set of measurements.

Proof. We want to apply Corollary 10 with ζ = ζ(2) and ψ1 = x2, ψ2 = x1x2, ψ3 = x3, ψ4 = x2x3,
ψ5 = x1 and ψ6 = x1x3. We only need to show that (15) holds. Since wi = ψi, a trivial calculation
shows that for every x ∈ Ω

ζ(2)
(
∇w1, . . . ,∇w6

)
(x) = det

[
η(e2,∇(x1x2)) η(e3,∇(x2x3)) η(e1,∇(x1x3))

]
= 1,

as desired. �

In [11], complex geometric optics solutions are used to make problem (18) solvable. With this
approach, the six illuminations are given explicitly and do not depend on the coefficients. However,
it has to be noted that the assumption ‖σ − σ̂‖W 2,p(Ω;R3×3) ≤ δ can be restrictive (see Remark 7).

2.2.3. Inverse problem of electro-seismic conversion. Electro-seismic conversion is the generation
of a seismic wave in a fluid-saturated porous material when an electric field is applied [32]. The
problem is modeled by the coupling of Maxwell’s equations and Biot’s equations. We consider
the hybrid inverse problem introduced in [18]. In the first step, by inverting Biot’s equation, the
quantity Di

ω = LEiω is recovered in Ω, where L > 0 is a possibly varying coefficient representing
the coupling between electromagnetic and mechanic effects. In a second step, the electromagnetic
parameters ε and σ have to be imaged from the knowledge of Di

ω. As in the previous cases, we
assume that µ = 1 and that ε and σ are isotropic.

Let K × {ϕ1, . . . , ϕ6} be a set of measurements. Since curlHi
ω = −iqωEiω, this problem is very

similar to the one discussed in 2.2.2, and L plays the role of −iqω. Therefore, if K × {ϕ1, . . . , ϕ6}
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is ζ(2)-complete, it is possible to reconstruct the coefficient L. Once L is known, the electric field
can be easily obtained as Eiω = L−1Di

ω. Finally, ε and σ can be reconstructed via

ωqωE
1
ω(x) = curlcurlE1

ω(x),

provided that E1
ω is non vanishing. In particular, this is true if

∣∣(E1
ω)2

∣∣ (x) > 0. This is the second
condition in the definition of ζ(3) in Example 5. Therefore, if K × {ϕ1, . . . , ϕ6} is ζ(3)-complete
then it is possible to uniquely reconstruct σ and ε if these are known at one point in Ω.

The construction of ζ(3)-complete sets of measurements is analogous to the construction of ζ(2)-
complete sets.

Proposition 13. Assume that (4) and (5) hold with κ = 2 and take σ̂ > 0. There exists δ > 0
such that if ‖σ − σ̂I‖W 2,p(Ω;R3×3) ≤ δ then we can choose a finite K ⊆ Kad such that

K × {e2,∇(x1x2), e3,∇(x2x3), e1,∇(x1x3)}

is a ζ(3)-complete set of measurements.

The same comment given after Proposition 12 is relevant here: in [18], complex geometric optics
solutions are used to make this problem solvable.

3. A multi-frequency approach to the boundary control of Maxwell’s equations

In this section we prove Theorem 6. In subsection 3.1 we study some basic properties of analytic
functions in Banach spaces. In subsection 3.2 we state the main results regarding well-posedness,
regularity and analyticity properties for problem (1). Finally, in subsection 3.3, the proof of Theo-
rem 6 is given.

3.1. Analytic functions. Analytic functions in a Banach space setting were studied in [28]. Let
E and E′ be complex Banach spaces, D ⊆ E be an open set and take f : D → E′. We say that f
admits a Gateaux differential in x0 ∈ D with respect to the direction y ∈ E if the limit

lim
τ→0

f(x0 + τy)− f(x0)

τ

exists in E′. We say that f is analytic in x0 if it is continuous in x0 and admits a Gateaux differential
in x0 with respect to every direction y ∈ E. We say that f is analytic in D (or simply analytic)
if it is analytic in every point of D. With this definition, it is clear that this notion extends the
classical notion of analyticity for functions of complex variable.

The following lemma summarizes some of the basic properties of analytic functions that are of
interest to us.

Lemma 14. Let E1, . . . , En, E and E′ be complex Banach spaces. Let D ⊆ E be an open set.

(1) If f : E1 × · · · × En → E′ is multilinear and bounded then f is analytic.
(2) If f : D → E1 and g : E1 → E′ are analytic then g ◦ f : D → E′ is analytic.
(3) Take f = (f1, . . . fn) : D → E1 × · · · × En. Then f is analytic if and only if fl is analytic

for every l = 1, . . . , n.

Proof. Parts (1) and (3) trivially follow from the definition. Part (2) is shown in [30]. �
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3.2. The Maxwell’s equations. The proofs of the results stated in this subsection are given in
Section 5.

We first study well-posedness for the problem at hand. As it will be clear from the proof of
Theorem 6, we need to study problem (1) in the more general case of complex frequency. The case
ω 6= 0 is classical [26], and the problem is well-posed except for a discrete set of complex resonances.
Well-posedness in the case ω = 0 will follow from a standard argument involving the Helmholtz
decomposition.

Proposition 15. Assume that (4) and (6) hold for some p > 3 and κ = 1. There exists a discrete
set Σ ⊆ C \ {0} such that for all ω ∈ C \ Σ the problem

(21)


curlEω = iωµHω in Ω,
curlHω = −iqωEω in Ω,
div(µHω) = 0 in Ω,
Eω × ν = ϕ× ν on ∂Ω,
µHω · ν = 0 on ∂Ω.

admits a unique solution (Eω, Hω) ∈ H(curl,Ω)×Hµ(curl,Ω) and

‖(Eω, Hω)‖H(curl,Ω)2 ≤ C ‖ϕ‖H(curl,Ω) ,

for some C > 0 independent of ϕ.

We next state a regularity result for the solution (Eω, Hω), which follows from the regularity
theorems in [2].

Proposition 16. Assume that (4), (5) and (6) hold for some p > 3 and κ ∈ N∗. For ω ∈ C \ Σ
let (Eω, Hω) ∈ H(curl,Ω) be the unique solution to (21). Then (Eω, Hω) ∈ Cκ−1(Ω;C6) and

‖(Eω, Hω)‖Cκ−1(Ω;C6) ≤ C ‖ϕ‖Wκ,p(Ω;C3) ,

for some C > 0 independent of ϕ. Moreover, if ω = 0 there holds

‖(E0, H0)‖Wκ,p(Ω;C6) ≤ C
′ ‖ϕ‖Wκ,p(Ω;C3) ,

for some C ′ > 0 depending on Ω, λ, Λ, κ, p and ‖(µ, ε, σ)‖Wκ,p(Ω;R3×3)3 only.

We finally state that (Eω, Hω) depends analytically on ω. This is the main result of Section 5,
and represents one of the main ingredients of the proof of Theorem 6,

Proposition 17. Under the hypotheses of Proposition 16 the map

Sϕ : C \ Σ −→ Cκ−1(Ω;C6), ω 7−→ (Eω, Hω)

is analytic.

3.3. Proof of Theorem 6. The rest of this section is devoted to the proof of Theorem 6. We first
need two preliminary lemmata.

One of the main tools of the multi-frequency approach is the study of (10) in the case ω = 0.
The following lemma shows that assumption (13) implies that (10) is satisfied in ω = 0 if the
conductivity σ is a perturbation of σ̂, namely

σ = σ̂ + t, ‖t‖Wκ,p(Ω;R3×3) ≤ δ,

for some sufficiently small δ > 0. Denote the solution to (7) corresponding to σ = σ̂ + t and ω = 0
by (Ei0(t), Hi

0(t)).
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Lemma 18. Assume that the hypotheses of Theorem 6 hold true and write σ = σ̂+ t. There exists
δ > 0 such that if ‖t‖Wκ,p(Ω;R3×3) ≤ δ then

(22)
∣∣ζl((E1

0(t), H1
0 (t)), . . . , (Eb0(t), Hb

0(t))
)
(x)
∣∣ > 0, l = 1, . . . , r, x ∈ Ω.

Proof. Assume ‖t‖Wκ,p(Ω;R3×3) ≤ η, for some η > 0 sufficiently small so that σ̂ + t always satisfies
the ellipticity condition (4). We use the decomposition Ei0(t) = Ẽi0(t) + ϕi, where

Ẽi0(t) ∈ H0(curl,Ω) = {u ∈ H(curl,Ω) : u× ν = 0 on ∂Ω}.

By construction, (Ẽi0(t), Hi
0(t)) is a solution to{
curlHi

0(t)− (σ̂ + t)Ẽi0(t) = (σ̂ + t)ϕi in Ω,
curlẼi0(t) = −curlϕ in Ω,

together with div(µHi
0(t)) = 0 in Ω and µHi

0(t) · ν = 0 on ∂Ω. Writing ui(t) = Ei0(t) − Ei0(0) =

Ẽi0(t)− Ẽi0(0) and vi(t) = Hi
0(t)−Hi

0(0), an easy calculation shows that{
curlvi(t)− σ̂ui(t) = tEi0(t) in Ω,
curlui(t) = 0 in Ω.

We can now apply Proposition 25 (see Section 5) to obtain that∥∥(ui(t), vi(t))
∥∥
Wκ,p(Ω;C3)2 ≤ c1

∥∥tEi0(t)
∥∥
Wκ,p(Ω;C3)

,

for some c1 > 0 independent of t (but depending on η). Moreover, by Proposition 16 we have∥∥Ei0(t)
∥∥
Wκ,p(Ω;C3)

≤ c2 for some c2 independent of t. Thus, the Sobolev Embedding Theorem
yields

(23)
∥∥(Ei0(t)− Ei0(0), Hi

0(t)−Hi
0(0)

)∥∥
Cκ−1(Ω;C6)

≤ c ‖t‖Wκ,p(Ω;R3×3) ,

for some c > 0 independent of t.
Note now that (13) yields∣∣ζl((E1

0(0), H1
0 (0)), . . . , (Eb0(0), Hb

0(0))
)
(x)
∣∣ > 0, l = 1, . . . , r, x ∈ Ω.

Therefore, in view of (23) and the continuity of ζ we obtain the result. �

In order to prove Theorem 6, we still need to transfer property (22) to any range of frequencies.
This is the content of Lemma 19, that generalizes [1, Lemma 4.1] to Maxwell’s equations.

Lemma 19. Assume that (4) and (5) hold. Let ϕ1, . . . , ϕb satisfy (4) and ζ be as in (9). Assume
that for ω = 0

ζl
(
(E1

0 , H
1
0 ), . . . , (Eb0, H

b
0)
)
(x) 6= 0, x ∈ Ω, l = 1, . . . , r.

Take ωn, ω ∈ Kad with ωn → ω and ωn 6= ω. Then there exists a finite N ⊆ N such that∑
n∈N

∣∣ζl((E1
ωn , H

1
ωn), . . . , (Ebωn , H

b
ωn)
)
(x)
∣∣ > 0, x ∈ Ω, l = 1, . . . , r.

In particular, we can choose a finite K ⊆ Kad such that∑
ω∈K

∣∣ζl((E1
ω, H

1
ω), . . . , (Ebω, H

b
ω)
)
(x)
∣∣ > 0, x ∈ Ω, l = 1, . . . , r.
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Proof. Take x ∈ Ω. Consider the map gx : C \ Σ→ C defined by

gx(ω) =

r∏
l=1

ζl
(
(E1

ω, H
1
ω), . . . , (Ebω, H

b
ω)
)
(x), ω ∈ C \ Σ.

Proposition 17 states that the map ω ∈ C\Σ 7→ (Eiω, H
i
ω) ∈ Cκ−1(Ω,C6) is analytic. Hence, in view

of (9), Lemma 14 yields that gx is analytic. Thus, as gx(0) 6= 0, the set {ω′ ∈ C \ Σ : gx(ω′) = 0} has
no accumulation points in C\Σ by the analytic continuation theorem. Since by assumption ω is an
accumulation point for the sequence (ωn), this implies that there exists nx ∈ N such that gx(ωnx) 6=
0. As a consequence, in view of the continuity of the map

∏r
l=1 ζl

(
(E1

ωnx
, H1

ωnx
), . . . , (Ebωnx , H

b
ωnx

)
)
,

we can find rx > 0 such that

(24) gy(ωnx) 6= 0, y ∈ B(x, rx) ∩ Ω.

Since Ω =
⋃
x∈Ω

(
B(x, rx) ∩ Ω

)
, there exist x1, . . . , xM ∈ Ω satisfying

(25) Ω =

M⋃
m=1

(
B(xm, rxm) ∩ Ω

)
.

Defining N = {nxm : m = 1 :, . . . ,M} , by (24) and (25) we obtain the result. �

We are now in a position to prove Theorem 6

Proof of Theorem 6. Take δ as in Lemma 18 and suppose ‖σ − σ̂‖Wκ,p(Ω;R3×3) ≤ δ. By Lemma 18
we have

ζl
(
(E1

0 , H
1
0 ), . . . , (Eb0, H

b
0)
)
(x) 6= 0, l = 1, . . . , r, x ∈ Ω.

As a result, in view of Lemma 19, we can choose a finite K ⊆ Kad such that∑
ω∈K

∣∣ζl((E1
ω, H

1
ω), . . . , (Ebω, H

b
ω)
)
(x)
∣∣ > 0, x ∈ Ω, l = 1, . . . , r.

Finally, as Ω is compact and ζl
(
(E1

ω, H
1
ω), . . . , (Ebω, H

b
ω)
)
are continuous maps, we obtain that

K × {ϕ1, . . . , ϕb} is a ζ-complete set of measurements for some s > 0. �

4. Applications to hybrid problems

In this section we analyse the hybrid problems introduced in Subsection 2.2 in more details. The
inverse problem for electro-seismic conversion was fully studied in 2.2.3 and no further details will
be given here.

4.1. Reconstruction of ε and σ from knowledge of internal magnetic fields - first method.
Let us recall the problem discussed in 2.2.1. Combining boundary measurements with an MRI
scanner, we are able to measure the magnetic fields. From the knowledge of H, the electromagnetic
parameters have to be imaged. Consider problem (7)

(26)

 curlEiω = iωHi
ω in Ω,

curlHi
ω = −iqωEiω in Ω,

Eiω × ν = ϕi × ν on ∂Ω.

Recall that qω = ωε+ iσ. We assume µ = 1 and ε, σ > 0, namely we study the isotropic case. Given
a set of measurements K × {ϕ1, . . . , ϕb}, we measure Hi

ω in Ω and want to reconstruct ε and σ.
Two interesting issues of practical importance are not considered in this work. First, the case

where one or two components of the magnetic fields are measured. In such a case, the rotation of
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the MRI scanner is avoided. The reader is referred to [25], where a low frequency approximation
is considered. Second, it is possible to consider anisotropic coefficients, which in some cases are a
better model for human tissues [11].

We now describe the first method to reconstruct σ and ε. Let K×{ϕ1, ϕ2, ϕ3} be a ζ(1)-complete
set of measurement (see Proposition 11). Namely, for every x ∈ Ω there exists ω(x) ∈ K such that∣∣det

[
E1
ω(x) E2

ω(x) E3
ω(x)

]
(x)
∣∣ ≥ s′,

for some s′ > 0 independent of x. Thus, (26) implies

(27)
∣∣det

[
curlH1

ω(x) curlH2
ω(x) curlH3

ω(x)

]
(x)
∣∣ =

∣∣q3
ω(x) det

[
E1
ω(x) E2

ω(x) E3
ω(x)

]
(x)
∣∣ ≥ s,

for some s > 0 independent of x. This inequality will be necessary in the following.
We now proceed to eliminate the unknown electric field from system (26), in order to obtain an

equation with only ε and σ as unknowns and the magnetic field as a known datum. An immediate
calculation shows that for any ω ∈ K and i = 1, 2, 3 there holds curl(iq−1

ω curlHi
ω) = iωHi

ω in Ω,
whence

∇qω × curlHi
ω = qωcurlcurlHi

ω − q2
ωωH

i
ω = −qω∆Hi

ω − q2
ωωH

i
ω in Ω,

where the last identity is a consequence of the fact that Hi
ω is divergence free, since µ = 1. Taking

now scalar product with ej for j = 1, 2 we have

∇qω ·
(
curlHi

ω × ej
)

= −qω∆(Hi
ω)j − q2

ωω(Hi
ω)j in Ω.

We can now write these 6 equations in a more compact form. By introducing the 3× 6 matrix

M (1)
ω =

[
curlH1

ω × e1 curlH1
ω × e2 · · · curlH3

ω × e1 curlH3
ω × e2

]
and the six-dimensional horizontal vector

vω =
(
(H1

ω)1, (H
1
ω)2, . . . , (H

3
ω)1, (H

3
ω)2

)
we obtain

(28) ∇qωM (1)
ω = −qω∆vω − q2

ωωvω in Ω.

We now want to right invert the matrix M (1)
ω to obtain a well-posed first order PDE for qω. The

following lemma gives a sufficient condition for the matrix M (1)
ω to admit a right inverse.

Lemma 20. Let G1, G2, G3 ∈ C3 be linearly independent. Then the 3× 6 matrix[
G1 × e1 G1 × e2 · · · G3 × e1 G3 × e2

]
has rank three.

Proof. Take u ∈ C3 such that Gi × ej · u = 0 for every i = 1, 2, 3 and j = 1, 2. We need to prove
that u = 0. Since ej ×u ·Gi = 0 for all i and j and {Gi : i = 1, 2, 3} is a basis of C3 by assumption,
we obtain ej × u = 0 for j = 1, 2, namely u = 0. �

Define now for any ω ∈ K the set

Ωω = {x ∈ Ω :
∣∣det

[
curlH1

ω curlH2
ω curlH3

ω

]
(x)
∣∣ > s

2
}.

Since s
2 < s, in view of (27) we obtain the cover

Ω =
⋃
ω∈K

Ωω.
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As the sets Ωω are relatively open in Ω, they must overlap, and this will be exploited below in the
reconstruction. For any ω ∈ K and x ∈ Ωω, in view of Lemma 20 the matrix M (1)

ω (x) admits a
right inverse, which with an abuse of notation we denote by (M

(1)
ω )−1(x). Therefore, problem (28)

becomes

(29) ∇qω = −qω∆vω(M (1)
ω )−1 − q2

ωωvω(M (1)
ω )−1 in Ωω.

It is now possible to integrate this PDE and reconstruct ε and σ in every x ∈ Ω if these are
known for one value x0 ∈ Ω. It is the nature of the multi-frequency approach that the relevant
conditions are satisfied only locally for a fixed value of the frequency ω ∈ K. In other words, (29)
is not satisfied everywhere but only in Ωω. As a consequence, it is not possible to reconstruct ε
and σ in x after one simple integration of (29). The process is more involved, and is similar to the
algorithm described in [9].

Suppose now that qω(x0) is known for some x0 ∈ Ω and take x ∈ Ω. Let Ωjω for j ∈ Jω
be the connected components of Ωω, for a suitable set Jω. Since Ω is compact, from the cover
Ω =

⋃
ω∈K

⋃
j∈Jω Ωjω, we can extract a finite subcover

Ω =
⋃
ω∈K

⋃
j∈J′ω

Ωjω,

where J ′ω ⊆ Jω is finite. Hence, as Ω is connected and Ωjω are relatively open in Ω and connected,
we can find a smooth path γ : [0, 1]→ Ω such that γ(0) = x0, γ(1) = x and

γ([0, 1]) =

M−1⋃
m=0

γ([tm, tm+1]),

for some M ∈ N∗, where t0 = 0, tM = 1 and γ([tm, tm+1]) ⊆ Ωjmωm for some ωm ∈ K and jm ∈ J ′ωm .
Starting with m = 0, we integrate (29) with ω = ωm along γ([tm, tm+1]) and obtain qωm in γ(tm+1).
Thus, we can reconstruct σ and ε in γ(tm+1) and so qωm+1(γ(tm+1)). Repeating this process M −1
times we obtain ε(x) and σ(x), as desired.

4.2. Reconstruction of ε and σ from knowledge of internal magnetic fields - second
method. We consider here the problem of Subsection 4.1 and give details of the reconstruction
algorithm summarized in 2.2.2.

Let K × {ϕ1, . . . , ϕ6} be a ζ(2)-complete set of measurement (see Proposition 12). Namely, for
every x ∈ Ω there exists ω(x) ∈ K such that

(30)
∣∣det

[
η(E1

ω(x), E
2
ω(x)) η(E3

ω(x), E
4
ω(x)) η(E5

ω(x), E
6
ω(x))

]
(x)
∣∣ ≥ s,

for some s > 0 independent of x, where η is given by (12).
In view of (26), for ω ∈ K there holds

curlcurlE1
ω · E2

ω − curlcurlE2
ω · E1

ω = 0 in Ω.

An easy calculation shows that substituting Eiω = iq−1
ω curlHi

ω in this identity we obtain

(31) ∇qω · η(curlH1
ω, curlH2

ω) = qω γ(curlH1
ω, curlH2

ω) in Ω,

where γ : C1(Ω;C3)2 → C(Ω;C) is defined by

γ(u1, u2) = (∇divu1) · u2 − (∇divu2) · u1 −∆u1 · u2 + ∆u2 · u1.
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Repeating the same argument with the other illuminations and combining the resulting equations
we have

(32) ∇qωM (2)
ω = qω(γ(curlH1

ω, curlH2
ω), γ(curlH3

ω, curlH4
ω), γ(curlH5

ω, curlH6
ω)) in Ω,

where M (2)
ω is the 3× 3 matrix-valued function given by

M (2)
ω =

[
η(curlH1

ω, curlH2
ω) η(curlH3

ω, curlH4
ω) η(curlH5

ω, curlH6
ω)
]

By definition of η and since curlHi
ω = −iqωEiω we have η(curlHi

ω, curlHj
ω) = −q2

ωη(Eiω, E
j
ω), whence

M (2)
ω = −q2

ω

[
η(E1

ω, E
2
ω) η(E3

ω, E
4
ω) η(E5

ω, E
6
ω)
]
.

Therefore, inverting M (2)
ω in (32) we obtain

∇qω = qω(γ(curlH1
ω, curlH2

ω), . . . , γ(curlH5
ω, curlH6

ω))(M (2)
ω )−1 in Ωω,

where
Ωω = {x ∈ Ω :

∣∣det
[
η(E1

ω, E
2
ω) η(E3

ω, E
4
ω) η(E5

ω, E
6
ω)
]

(x)
∣∣ > s

2
}.

In view of (30) we have Ω =
⋃
ω∈K Ωω, and so qω can be reconstructed everywhere in Ω following

the algorithm discussed in the previous subsection, provided that qω is known at one point in Ω.

5. The Maxwell’s equations

In this section we prove the results stated in Subsection 3.2. Propositions 15 and 16 are standard
results, and their proofs will be detailed for completeness. On the other hand, Proposition 17 is
less standard and requires the careful analysis of Maxwell’s equations given in this section.

Let us recall problem (1)

(33a)
(33b)
(33c)


curlEω = iωµHω in Ω,
curlHω = −iqωEω in Ω,
Eω × ν = ϕ× ν on ∂Ω.

We now justify the introduction of the additional constraint Hω ∈ Hµ(curl,Ω) in order to make
(33) well-posed in the case ω = 0. For any p ∈ H1(Ω;C) the quantity (0,∇p) is a solution to the
homogeneous equation. From (33a) it follows that ωdiv(µHω) = 0 in Ω. Thus, it is natural to
impose in general that

div(µHω) = 0 in Ω,
which is meaningful also when ω = 0. Taking in the above example p ∈ H1(Ω;C) \ {0} such that
div(µ∇p) = 0 in Ω, we have that (0,∇p) is still a solution to the homogeneous equation. This
shows that the above condition is not sufficient to guarantee well-posedness. In this example, we
would need a boundary condition on p. In view of [23, (3.52)] we have

(34) curlw · ν = div∂Ω(w × ν), w ∈ H(curl,Ω),

whence from (33a) we obtain

iωµHω · ν = curlEω · ν = div∂Ω(Eω × ν) = div∂Ω(ϕ× ν) = curlϕ · ν on ∂Ω.

This suggests to assume (6) and impose µHω · ν = 0 on ∂Ω. This argument justifies assumption (6)
on ϕ and the constraint Hω ∈ Hµ(curl,Ω).

To simplify our study of (33), we first do a lifting of the boundary condition ϕ. Namely, write

(35) Eω = Ẽω + ϕ,
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where Ẽω ∈ H0(curl,Ω), and obtain

(36)
{

curlẼω = iωµHω − curlϕ in Ω,
curlHω = −iqωẼω − iqωϕ in Ω.

5.1. Well-posedness. This subsection is devoted to the proof of Proposition 15. As far as the
case ω 6= 0 is concerned, we follow [26]. The case ω = 0 is still standard, but requires additional
care.

Introduce the space

X = L2(Ω;C3)× {v ∈ L2(Ω;C3) : div(µv) = 0 in Ω, µv · ν = 0 on ∂Ω},

equipped with the norm ‖(u, v)‖2X = ‖u‖2L2(Ω;C3) + ‖v‖2L2(Ω;C3). Consider its subspace D(T ) =

H0(curl,Ω)×Hµ(curl,Ω) and the operator

T : D(T ) −→ X, T (u, v) = i
(
ε−1(curlv − σu),−µ−1curlu

)
.

In view of (34) we have curlu · ν = 0 for all u ∈ H0(curl,Ω). Therefore T (u, v) ∈ X for all
(u, v) ∈ D(T ), and so T is well-defined.

The following lemma states that (36) can be recast as a Fredholm-type equation involving the
operator T .

Lemma 21. Assume that (4) and (6) hold and take ω ∈ C and (Ẽω, Hω) ∈ D(T ). Then (Ẽω, Hω)
is solution to (36) if and only if

(37) (T − ω)(Ẽω, Hω) = (ε−1qωϕ, iµ
−1curlϕ).

Proof. Showing this equivalence is just a matter of writing down the relevant identities, and the
details are left to the reader. �

The previous lemma states the equivalence between our original problem (36) and the Fredholm-
type equation (37). The first natural step towards the study of the latter is the characterization of
the spectrum of T , which we will denote by Σ = σ(T ).

The spectrum of an extension T̃ of T was studied in [26]. Consider the space X̃ = L2(Ω;C3)×
L2(Ω;C3) equipped with the norm ‖(u, v)‖2X̃ = ‖u‖2L2(Ω;C3) + ‖v‖2L2(Ω;C3), its subspace D(T̃ ) =

H0(curl,Ω)×H(curl,Ω) and the operator

T̃ : D(T̃ ) −→ X̃, T̃ (u, v) = i
(
ε−1(curlv − σu),−µ−1curlu

)
.

Lemma 22 ([26, Proposition 3.1]). Assume that (4) holds. The spectrum of T̃ is discrete.

As it has already been already pointed out, T̃ (0,∇p) = 0 for every p ∈ H1(Ω;C), namely T̃

is not injective. Therefore 0 ∈ σ(T̃ ). The restriction we set in this work to the domain and the
codomain of the operator T are motivated by the need of studying (36), whence (37), also in the
case ω = 0. Thus, we shall now prove that 0 /∈ Σ.

Lemma 23. Assume that (4) holds. The operator T is invertible and T−1 : X → D(T ) is contin-
uous, namely ∥∥(u, v)

∥∥
X
≤ C ‖T (u, v)‖X , (u, v) ∈ X,

for some C > 0 depending on Ω, λ and Λ only.
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Proof. Let (F,G) ∈ X. We need to show that there exists a unique (u, v) ∈ D(T ) such that
T (u, v) = (F,G) and that

∥∥(u, v)
∥∥
X
≤ C ‖(F,G)‖X , for some C > 0 depending on Ω, λ and Λ only.

In the following we shall denote different such constants with the same letter c.
Let us rewrite T (u, v) = (F,G) as

(38)
{
σu− curlv = iεF in Ω,
curlu = iµG in Ω.

In view of the Helmholtz decomposition [20, Chapter I, Corollary 3.4], we can write u = ∇p+curlΦ
for some p ∈ H1(Ω;C) and Φ ∈ H1(Ω;C3) such that div Φ = 0 in Ω and Φ × ν = 0 on ∂Ω. Since
curl(curlΦ) = ∇(divΦ)−∆Φ = −∆Φ, the second equation of (38) yields −∆Φ = iµG in Ω,

div Φ = 0 in Ω,
Φ× ν = 0 on ∂Ω.

Thus Φ is uniquely determined by G and in view of [20, Chapter I, Theorem 3.8] there holds

(39) ‖curlΦ‖H1(Ω;C3) ≤ c
(
‖curlcurlΦ‖L2(Ω;C3) + ‖divcurlΦ‖L2(Ω;C)

)
≤ c ‖G‖L2(Ω;C3) .

We now want to find suitable boundary conditions satisfied by p. We denote the surface gradient
by ∇∂Ω, the surface divergence by div∂Ω and the surface scalar curl by curl

∂Ω
[23, Section 3.4]. By

(34) and [23, (3.15)] we have

0 = iµG · ν = curlcurlΦ · ν = div∂Ω(curlΦ× ν) = curl
∂Ω

curlΦ on ∂Ω.

(Note that curlΦ · ν = div∂Ω(Φ × ν) = 0 on ∂Ω, so that curlΦ is a tangential vector field, and so
we can apply to it the surface scalar curl.) As a result, since ∂Ω is simply connected, there exists a
unique r ∈ H1(∂Ω;C) such that curlΦ = −∇∂Ωr on ∂Ω and

´
∂Ω
r ds = 0. Poincaré inequality gives

(40) ‖r‖H1(∂Ω;C) ≤ c ‖∇∂Ωr‖L2
t (∂Ω,C3) = c ‖curlΦ‖L2

t (∂Ω,C3) ,

where L2
t (∂Ω,C3) denotes the space of tangential vector fields in L2(∂Ω,C3). As u× ν = 0 on ∂Ω

we have ∇∂Ωr× ν = −curlΦ× ν = ∇p× ν = ∇∂Ωp× ν on ∂Ω, whence ∇∂Ωp = ∇∂Ωr on ∂Ω. Since
p is defined up to a constant, we can set p = r on ∂Ω. Thus, in view of the first equation of (38),
we must look for a solution to{

−div(σ∇p) = div(σcurlΦ− iεF ) in Ω,
p = r on ∂Ω.

Therefore, p is uniquely determined by Φ, F and r and the following estimate holds

‖p‖H1(Ω;C) ≤ c
(
‖curlΦ‖L2(Ω;C3) + ‖F‖L2(Ω;C3) + ‖r‖H1(∂Ω;C)

)
≤ c

(
‖curlΦ‖H1(Ω;C3) + ‖F‖L2(Ω;C3)

)
≤ c

(
‖G‖L2(Ω;C3) + ‖F‖L2(Ω;C3)

)
,

(41)

where the second inequality is a consequence of (40) and the third one follows from (39). We have
proven that u is uniquely determined by F and G and combining (39) and (41) gives the estimate∥∥u∥∥

L2(Ω;C3)
≤ c ‖(F,G)‖X .
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The well-posedness for v follows from [20, Chapter I, Theorem 3.5] applied to the first equation
of (38). Indeed, div(σu− iεF ) = 0 in Ω and so there exists a unique v ∈ H(curl,Ω) such that curlv = σu− iεF in Ω,

div(µv) = 0 in Ω,
µv · ν = 0 on ∂Ω,

and the norm estimate ‖v‖L2(Ω;C3) ≤ c(
∥∥u∥∥

L2(Ω;C3)
+
∥∥F∥∥

L2(Ω;C3)
) holds.

Finally, we have proven that there exists a unique (u, v) ∈ D(T ) such that (38) holds true.
Moreover, thanks to the estimates on the norms of u and v, T−1 is continuous. �

Combining Lemmata 22 and 23 and using the fact that Σ ⊆ σ(T̃ ) we obtain the following
characterization of the spectrum of T .

Proposition 24. Assume that (4) holds. The spectrum Σ of T is discrete. Moreover, 0 /∈ Σ. In
particular, for all w ∈ C \ Σ and (F,G) ∈ X the equation

(42) (T − ω)(u, v) = (F,G)

has a unique solution (u, v) ∈ D(T ) such that∥∥(u, v)
∥∥
X
≤ C ‖(F,G)‖X ,

for some C > 0 independent of F and G.

We are now in a position to prove Proposition 15.

Proof of Proposition 15. For ω ∈ C \ Σ, set F = ε−1qωϕ and G = iµ−1curlϕ in (42). In view of
Proposition 24, equation (37) has a unique solution (Ẽω, Hω) ∈ D(T ) satisfying the norm estimate∥∥(Ẽω, Hω)

∥∥
X
≤ C ‖ϕ‖H(curl,Ω) ,

for some C independent of ϕ. After setting Eω = Ẽω+ϕ as in (35), Lemma 21 implies that (Eω, Hω)
is the unique solution to (21). Moreover, the relevant norm estimate holds. This completes the
proof. �

5.2. Regularity properties. The focus of this subsection is the proof of Proposition 16. First,
we study the regularity of the solutions to (42) by applying the regularity theory for Maxwell’s
equations discussed in [2].

Proposition 25. Assume that (4) and (5) hold. Take ω ∈ C \ Σ and (F,G) ∈ X such that
F ∈ Wκ,p(Ω;C3) and G ∈ Wκ−1,p(Ω;C3). Let (u, v) ∈ D(T ) be a solution to (42). Then u, v ∈
Wκ,p(Ω;C3) and

(43) ‖(u, v)‖Wκ,p(Ω;C3)2 ≤ C
(
‖(u, v)‖L2(Ω;C3)2 + ‖F‖Wκ,p(Ω;C3) + ‖G‖Wκ−1,p(Ω;C3)

)
,

for some C > 0 depending on Ω, ω, λ, Λ, κ, p and ‖(µ, ε, σ)‖Wκ,p(Ω;R3×3)3 only. Moreover, if ω = 0

we have
‖(u, v)‖Wκ,p(Ω;C3)2 ≤ C ′

(
‖F‖Wκ,p(Ω;C3) + ‖G‖Wκ−1,p(Ω;C3)

)
,

for some C ′ > 0 depending on Ω, λ, Λ, κ, p and ‖(µ, ε, σ)‖Wκ,p(Ω;R3×3)3 only.
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Proof. By definition of T , (42) can be rewritten as{
−qωu+ icurlv = εF in Ω,
−iµ−1curlu− ωv = G in Ω.

Substituting v → −v, this problem can be recast as{
curlv = iω′ε′u+ Je in Ω,
curlu = −iω′µ′v + Jm in Ω,

where ω′ = 1, ε′ = ωε+ iσ, Je = iεF , µ′ = ωµ and Jm = iµG. This system’s form was considered
in [2]. In view of [2, Proposition 5] we obtain that (ul, vl) satisfies for any l = 1, 2, 3 and all
g ∈ H2(Ω;C)ˆ

Ω

uldiv(tε′∇ḡ) dx =

ˆ
∂Ω

(∂lḡ)ε′u · ν ds+

ˆ
Ω

(∂lε
′u− ε′(el × (iµG− iωµv))− ieldiv(iεF )) · ∇ḡ dx,

andˆ
Ω

vldiv(t(ωµ)∇ḡ) dx = −
ˆ
∂Ω

(el × (v × ν)) · (t(ωµ)∇ḡ) ds

+

ˆ
Ω

(ω(∂lµ)v − ωµ(el × (iεF + i(ωε+ iσ)u))) · ∇ḡ dx.

Multiplying the first equation by −i we obtain

(44)
ˆ

Ω

uldiv(t(σ − iωε)∇ḡ) dx =

ˆ
∂Ω

(∂lḡ)(σ − iωε)u · ν ds

+

ˆ
Ω

(∂l(σ − iωε)u− (σ − iωε)(el × (iµG− iωµv))− ieldiv(εF )) · ∇ḡ dx.

Similarly, we can multiply the second equation by ω−1 and obtain

(45)
ˆ

Ω

vldiv(tµ∇ḡ) dx = −
ˆ
∂Ω

(el × (v × ν)) · (tµ∇ḡ) ds

+

ˆ
Ω

((∂lµ)v − µ(el × (iεF + i(ωε+ iσ)u))) · ∇ḡ dx.

Note that this last operation is allowed if ω 6= 0. If ω = 0, we can argue as follows. Take a sequence
ωn ∈ C \ (Σ∪ {0}) such that ωn → 0. Since the resolvent operator (T − ω)−1 is analytic in ω, then
the map ω ∈ C \Σ 7→ (T − ω)−1(F,G) ∈ X is continuous. Therefore, as (45) is satisfied for all ωn,
it has to hold also for ω = 0.

A careful analysis shows that the proof of [2, Theorem 9] only relies on the system (44)-(45) and
not on the original form of Maxwell’s equations considered in [2]. Therefore, it is possible to apply
this result to the previous system (44)-(45) and obtain that u, v ∈Wκ,p(Ω;C3) and

‖(u, v)‖Wκ,p(Ω;C3)2 ≤ c
(
‖(u, v)‖L2(Ω;C3)2 + ‖εF‖Wκ,p(div,Ω) + ‖µG‖Wκ,p(div,Ω)

)
,

for some c > 0 depending on Ω, ω, λ, Λ, κ, p and ‖(µ, ε, σ)‖Wκ,p(Ω;R3×3)3 only, where

Wκ,p(div,Ω) = {u ∈Wκ−1,p(Ω;C3) : divu ∈Wκ−1,p(Ω;C)}.
Estimate (43) follows from ‖εF‖Wκ,p(Ω;C3) ≤ c ‖F‖Wκ,p(Ω;C3), which is an easy consequence of the
Sobolev Embedding Theorem.

Finally, the last estimate follows from (43) and Lemma 23. �
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We are now ready to prove Proposition 16.

Proof of Proposition 16. We have already seen (see the proof of Proposition 15) that setting Eω =

Ẽω + ϕ, (Ẽω, Hω) is a solution to (42) with F = ε−1qωϕ and G = iµ−1curlϕ. Thus, in view of
Proposition 25, Ẽω, Hω ∈Wκ,p(Ω;C3) and∥∥(Ẽω, Hω)

∥∥
Wκ,p(Ω;C3)2 ≤ C

(∥∥(Ẽω, Hω)
∥∥
L2(Ω;C3)2+

∥∥ε−1qωϕ
∥∥
Wκ,p(Ω;C3)

+
∥∥µ−1curlϕ

∥∥
Wκ−1,p(Ω;C3)

)
,

for some C > 0 depending on Ω, ω, λ, Λ, κ, p and ‖(µ, ε, σ)‖Wκ,p(Ω;R3×3)3 only. Combining this
inequality with the estimate for

∥∥(Eω, Hω)
∥∥
H(curl,Ω)2 given in Proposition 15 we obtain the first part

of the result, as Wκ,p(Ω;C3)2 is continuously embedded into Cκ−1(Ω;C6). Finally, the estimate on
‖(E0, H0)‖Wκ,p(Ω;C3)2 follows from the second part of Proposition 25. �

5.3. Analyticity properties. We end this section by proving Proposition 17. This will be a con-
sequence of the results discussed so far in this section and of the following lemma, which generalizes
[1, Proposition 3.5].

Lemma 26. Let Y be a Banach space. Take an operator T : D(T ) ⊆ Y → Y and denote its resolvent
set by ρ(T ). Take Y1 ⊆ Y and Y2 ⊆ D(T )∩Y1 with norms ‖ ‖Y1

and ‖ ‖Y2
, respectively. Assume that

the inclusion i : Y2 → Y1 is continuous and that for all ω ∈ ρ(T ) the operator (T −ω)−1 : Y1 → Y2 is
well-defined and bounded. Take N ∈ Y2 and let g : ρ(T )→ Y1 be such that g(ω)−g(ω0) = (ω−ω0)N
for all ω, ωo ∈ ρ(T ). Then the map

ω ∈ ρ(T ) 7−→ (T − ω)−1g(ω) ∈ Y2

is analytic.

Proof. Denote the map ω ∈ ρ(T ) 7−→ (T − ω)−1g(ω) ∈ Y2 by f . Take ω0 ∈ ρ(T ): we shall prove
that f is analytic in ω0. Denote the operator (T − ω0)−1 : Y1 → Y2 by B. Let r > 0 be such that
B(ω0, r) ⊆ ρ(T ), take ω ∈ B(ω0, r) and set h = ω − ω0. Introduce the operator Ch : Y2 → Y1

defined by y 7→ hy, whose norm satisfies ‖Ch‖ ≤ ‖i‖ r. A straightforward calculation shows that

(T − ω0)(f(ω)− f(ω0))− h(f(ω)− f(ω0)) = h(N + f(ω0)),

where the equality makes sense in Y1. We can now apply the operator B to both sides of this
equation and get

(I −BCh)(f(ω)− f(ω0)) = BCh(N + f(ω0)).

If r < (‖i‖ ‖B‖)−1 we have that ‖BCh‖ < 1 and so

f(ω)− f(ω0) =

∞∑
n=1

(BCh)n(N + f(ω0)), ω ∈ B(ω0, r),

whence the result. �

We are now in a position to prove Proposition 17.

Proof of Proposition 17. Since Eω = Ẽω + ϕ, it is enough to show the analyticity of the map ω 7→
(Ẽω, Hω). We want to apply Lemma 26 with Y = X, Y1 = {(F,G) ∈ X : F ∈ Wκ,p(Ω;C3), G ∈
Wκ−1,p(Ω;C3)} equipped with the norm ‖ ‖Wκ,p(Ω;C3)×‖ ‖Wκ−1,p(Ω;C3), Y2 = D(T )∩Wκ,p(Ω;C3)2

equipped with the norm ‖ ‖Wκ,p(Ω;C3)2 , N = (0, ϕ) and g(ω) = (ε−1qωϕ, iµ
−1curlϕ). Let us now

check that the assumptions of the lemma are verified. The continuity of the inclusion Y2 ⊆ Y1 is
trivial. The continuity of (T −ω)−1 : Y1 → Y2 follows from Propositions 24 and 25. Finally, a direct
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computation shows that g(ω)− g(ω0) = (ω − ω0)N . Therefore the result follows by Lemma 26, as
Wκ,p(Ω;C3)2 is continuously embedded into Cκ−1(Ω;C6). �
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