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1. Describe the
�
-method for the solution of the heat equation ���������	� on the region 0 
��
 1,���

0, given the boundary values ��� 0 � ��� and ��� 1 � ��� for
���

0 and the initial values ������� 0 � for
0 
���
 1. Give details of the numerical algorithm used to calculate the numerical solution.

Use the von Neumann analysis to show that the method is stable if 1
2 �

�
� 1, or if 0 
 � 
 1

2

and � 1 � 2
� � ∆ � � 1

2 � ∆ � � 2. Explain what is meant by the truncation error ���! 1 " 2# of the method.

Assuming the existence of � such that $$$
�%�! 1 " 2# $$$ �

� for all & and for 0 ��'(��) � 1, show that
the error in the numerical solution for 0 ��'��) is bounded by

�+* � , provided that ∆ � and ∆ �
satisfy a condition which should be clearly stated.

2. Explain what is meant by the practical stability of a numerical method for the solution of
�,�.-0/1�,�2��3	���	� , where / and 3 are constants with 3 � 0.

A numerical method is defined by using central differences in space and a forward difference in
time. Show that the von Neumann stability condition is satisfied if 2 3 ∆ � � � ∆ � � 2, and that the
practical stability condition is satisfied if / 2 � ∆ ��� 2 � 2 3 ∆ � � � ∆ � � 2.

How does the stability of the leapfrog scheme

4 �! 1# � 4 �65 1#
2∆ � -�/

4 �#  1 � 4 �# 5 1

2∆ � ��3
4 �#  1 � 2

4 �# - 4 �# 5 1

� ∆ � � 2
for the same problem depend on 3 ?
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3. The linear multistep method
��
��� 0 �

��� �! 1 5 � �	�
��
�
� 0

� ��� ��� �  1 5 � � � �! 1 5 �
�

is used to construct an approximate solution of the first-order ordinary differential equation
�� � � � � � � � . Define the terms zero-stability, consistency, convergence, truncation error and
order of convergence. How are the first three of these five terms related to each other, and how
are the last two terms related for zero-stable methods?

Defining

� � � � : �
��
��� 0 �

� � � 5 � � � � � � : �
��
��� 0

� � � � 5 � �

give simple tests for zero-stability and consistency. What conditions do these tests impose on the
coefficients in the case � � 2? What further conditions are needed if the method is to be of third
order? Are these conditions compatible with the conditions for zero-stability?

Show that Euler’s method ( � � 1,
�

0 � 0) and the midpoint method ( � � 2,
� 1 � 0,

�
0 � � 2 � 0,�

1 � 2) are zero-stable. What further stability restrictions, if any, must be satisfied if the methods
are to be used to obtain acceptable solutions to �  ��� � (for real � ) with a fixed ∆ � ?

4. The matrix � : ��� ���0� 4
is said to be � -cyclic if the corresponding Jacobi iteration matrix�

: �	�(- 4
is weakly cyclic of index � . Explain the meanings of these terms, and why they are

important. Explain further the meaning of consistent ordering for such a matrix � .

The Laplace equation � 2 � � 0, with � given on the boundary, is solved on the unit square using
the five-point finite-difference formula. The mesh has just four interior points: � at � 1

3 � 1
3
�
, � at

� 1
3 � 2

3
�
, � at � 2

3 � 1
3
�

and � at � 2
3 � 2

3
�
. Show that the matrix � for this case is 2-cyclic. Show further

that the ordering ��� �!� is consistent but that ��� �"� is not.

SOR with parameter # is applied to a system of equations with the 2-cyclic consistently-ordered
symmetric and positive definite matrix � ; if $ is an eigenvalue of

�
then � is an eigenvalue of the

iteration matrix % & if �'��-(# � 1
�*) # �+$,� 1 " 2. Show how the optimum # value for SOR can be

deduced from this statement.
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5. The problem

������� � �   �   -��,��� � � � � ��� � on � 0 � 1 �
��� 0 � ���   � 0 � � 0 � � � 1 � ���  � 1 � � 0 �

with � � 0 and ��� 0, corresponds to a simple model for the transverse displacement of a stressed
beam. State the variational form of the problem in preparation for its approximation by a finite
element method, paying particular attention to the boundary conditions.

Explain why Hermite cubic elements would be appropriate for the approximation and show that

) 1 ��� � : � 1
4 � 1 ��� � 2 � 2 -	� � � ) 2 ��� � : � 1

4 � 1 ��� � 2 � 1 -
� � �
) 3 ��� � : � 1

4 � 1 -	� � 2 � 2 ��� � � ) 4 ��� � : � 1
4 � 1 -	� � 2 ���2� 1

�

provide a suitable set of element basis functions. Thence give a global expansion for the finite
element approximation

4 ��� � in terms of the nodal parameters � 4 ���� � � 4  ����� � ; � � 0 � 1 ��������� '��
on a mesh 0 ��� 0 
 � 1 
 � 2 
������1
�� � � 1.

Show briefly how an error bound of the form

/ ��� � 4 � � � 4 � �
��� ���� 4 ����� � - � ���� 8 � ��� ��!#""" �%$ ��&(' """ 2)

2 $ 0 * 1 '
is derived. [N.B. You may assume the interpolation error bound on each interval+

∆
+ )

2 $ ��,�- 1 * ��,�' � � �.�� � 2 "" ∆   "" ) 2 $ ��,/- 1 * ��,0'
for ∆ : � � � 4 .]

6. Two-dimensional potential flow down a channel is modelled by

� 2 1 � 0 in Ω

for the stream function 1 , with 1 given on the top and bottom of the channel as well as at

the inflow on the left, and with 2 12 ' � 0 given at the outflow on the right. The domain Ω is

approximated by a (straight-sided) quadrilateral mesh and 1 by a finite-element approximation Ψ
using isoparametric bilinear elements.

Derive the element basis functions and the local–global coordinate mapping; show why and how
the resulting approximation may be made conforming. Show that the mapping for each element
is nonsingular if the quadrilateral is convex.

Formulate the complete system of discrete equations and derive integral expressions for the entries
in the stiffness matrix and load vector; explain why numerical quadrature is required for their
evaluation.
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