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M.Sc. in Mathematical Modelling and Scientific Computing

Paper A (Mathematical Methods)

Thursday 18 April, 2002, 9.30 a.m. — 12.30 p.m.

Candidates may attempt as many questions as they wish. All questions will carry equal

marks.

Do not turn this page until you are told that you may do so



Mathematical Methods I

1. Suppose that
B d?u
 da?

where ' = d/dx, and o and 3 are continuously differentiable real-valued functions.

Liu +ae) 30+ Ble)u ="+ o + u

(a) Show that the adjoint operator of L is L*[v] = v” — (aw)’ 4+ fv. Find the adjoint

boundary conditions when the primary boundary conditions are:
(i) w(0) = u(1) = 0;

(i) u(0) = v'(0) = 0;

(iii) w(0) =4/(1) = 0;

(iv) u(0) +u(1) =0, /(1) + u(0) = «/(0).

(b) For each of the following problems, use the Fredholm alternative to state the condi-
tions on b and p under which it has a unique solution, the conditions under which
it has no solution, and the conditions under which it has multiple solutions.

(i) u’(x) + pu(x) = b(x), u(0) = u(1) = 0; u a constant.
(i) v’ (x) 4+ pu(x) = b(z), u(0) = v/(1) = 0; p a constant.

(c) Suppose that u; and uy both satisfy L[u] = 0 with u3(0) = 0 and u4(1) = 0. The

Wronskian of u; and wus is defined by

w = uyuy — uu .

Under what condition on u; and wug is w nonzero? Suppose that this condition

holds, and define

ui(@uay) <1
wly) T -
K(z,y) =
uy (y)ua() 0<y<z<1
w(y) T -

Show that u(z) = fol K(z,y)b(y)dy is a solution to L[u] = b, u(0) = «/(1) = 0.
What goes wrong with this approach when o = 0 and 8 = (n + 1/2)%72?
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2. Consider a self-adjoint problem L[u] = f(z) on 0 < z < 1, where L is a linear second-
order differential operator, with linear homogeneous boundary conditions at x = 0 and
z =1

(a) Let Ay, n = 1,2,..., be the eigenvalues of L and let u, be corresponding real
eigenfunctions (i.e., L[u,] = Ayun, n = 1,2,...), forming a basis for each eigenspace,
orthonormal with respect to the usual inner product

1
(u,v)z/o u(x)v(x)de.

Suppose that A = 0 is not an eigenvalue of the problem.

Show that if u solves the inhomogeneous problem L[u] = f(z) where f has an

expansion f(z) = > apun(x), then (up,u) = an/A,. Hence show that if the
solution u has an eigenfunction expansion, then it is

u(zx) = Z %T;(l‘) . (1)

n=1

(b) Comparing (1) with the Green’s function representation of w, deduce that the
Green’s function is

[You may assume that the order of integration and summation can be interchanged
where necessary.]

(c) Now, suppose L[u] = u” and the boundary conditions are u(0) = u(l) = 0.
Show that the eigenvalues are —n?72, with corresponding normalised eigenfunc-
tions V2 sinnmx, n =1,2,.... Show that the corresponding Green’s function is

zy—1), 0<zx<y<l1,
G(z,y) =
yx—1), 0<y<ax<1.

V2 sin nmy

Show that the inner product of this with v/2 sinnmz is — )
n?m

the eigenfunction expansion of G above.

, confirming
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3. Let y be the solution of
ey’ +ay +xy® =0,  y(0)=0, y(1)=1/2,
where ¢/ = dy/dx and 0 < e < 1.

(i
(ii

) Show that there can be no boundary layer at y = 1.
)

(iii) Show that the scaling of the boundary layer at z =0is z = ¢
)

Find the leading-order outer solution valid for x = O(1).

1/2;2._

(iv) By solving the leading-order boundary layer equation and matching with the outer
solution, show that the leading-order boundary layer solution is

2 x
\/j/ e /2 4y
™ Jo

(v) Now, suppose that the boundary condition at x = 1 is changed to y(1) = 1. What
happens to the outer solution y as x — 07 Show that the boundary layer scaling is

now z = /2%, y = e~Y2y, and find the new boundary layer equation.
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4. Show that the system

ou . ov ov
%—i-sm(%)%—cos(%)a—y =0
ou ov ov

T cos(20) 2 —sin(20) 28 =
oy cos( v)ax sin(2v) 9y 0

is hyperbolic, with characteristics whose slope is given by

dy  sin(2v) +1
dr  cos(2v)
Deduce that the characteristics make an angle v+ /4 with the z-axis. Find the Riemann

invariants and show that, if «(0,y) = v(0,y) = ¢(y), then u and v are given implicitly
by

uzvzgp(y—mtan(v—%)).
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5. Given that o2 o2
¥ ' .
W+8—y2 = h(z,y) inD,
where h(z,y) > 0 for all (z,y) in D and D is a closed, simply-connected region in the
(z,y)-plane, show that ¢ attains its maximum value on 0D. Deduce that, if h(z,y) <0

for all (x,y) in D, then ¢ attains its minimum value on 9D.
Hence show that there is at most one solution to the problem
Pu  0%u
=+ 55 = eD
u=g(x,y), (x,y) € 0D.

Define the Green’s function G(x,y;&,n) for the problem (2) and write down the solution

for u in terms of f, g and G. If D is the half-plane y > 0, find G and thus solve the
problem

u  0%u _0

a2 Ty T

u=g(x), y=20.

y=>0,

6. Consider the first-order nonlinear partial differential equation

F(p,q,u,z,y) =0,

where
ou ou

Show that, along the rays = = x(t), y = y(t) defined by

p

dr _OF dy OF
dt  op’ dt  Oq’

p, q and u satisfy the ordinary differential equations

dp oF oF dg _ OF oF du oF oF

&= or Pour @ oy Your  at Pap "o

Find, in parametric form, the solution of

o\ o ow
oy) T ox oy’ =1

with )
u(x,0)211:2(2—:c2), O<z<l.

Find the equation of the ray through the point (s,0), 0 < s < 1, and the envelope of all
such rays. Sketch the rays in the (z,y)-plane and find the region in which the solution
for w is uniquely defined.
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