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Mathematical Methods I

Question 1

The differential equation
u′′ + u′ = f, 0 ≤ x ≤ 1,

is subject to the boundary conditions

u′(0) = au(0) + bu(1),
u′(1) = 0,

wherea andb are real constants,f is a real continuous function, and′ ≡ d/dx. What is the homogeneous
adjoint problem? Under what condition ona andb does this adjoint problem have only the trivial solution?

The Green’s functionG(x, y) for the original problem satisfies

d2G

dx2
+

dG

dx
= δ(x− y)

on [0, 1] with the same boundary conditions, whereδ is the Diracδ-function. Under what condition ona and
b does such a Green’s function exist? Assuming this condition holds, find the Green’s function, and express
the solution of the original problem in terms of an integral.

When the Green’s function does not exist, what condition mustf satisfy for a solution of the original problem
to exist? Iff satisfies this condition, anduP is a particular solution of the original problem, what is the general
solution?

Question 2

Consider the nonlinear oscillator equation

d2x

dt2
+ k(x2 − 1)

dx

dt
+ x = λ,

whereλ andk are real constants. Show that in the limitk ¿ 1 there is a closed trajectory with period
2π + O(k2) providing|λ| < 1, and that its leading-order approximation isx0 = λ + 2(1−λ2)1/2 cos t. [You
may use the fact thatcos2 y sin y = 1

4(sin y + sin 3y).]
FindF (x) such that the system may be written in Liénard form

dx

dt
= k(y − F (x)),

k
dy

dt
= λ− x.

In the limit k À 1 sketch the trajectories in the(x, y)-plane for the three casesλ < −1, |λ| < 1 andλ > 1.
Show that whenλ = 0 the period of the closed trajectory is approximatelyk(3− 2 log 2).
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Question 3

(a) i) Calculate the Fourier transform offε(x) = e−ε|x|, for ε > 0.

ii) Explain briefly why ∫ ∞

−∞

2ε

ε2 + k2
φ(k) dk → 2πφ(0) asε → 0+

for all smooth test functionsφ. Deduce that

2ε

ε2 + k2
→ 2πδ(k)

in the sense of distributions asε → 0+, whereδ(k) is the Diracδ-function.

iii) Combining (i) and (ii) show that the natural definition of the Fourier transform of 1 is2πδ(k).
Check that the inversion formula holds formally in this case.

(b) Find the leading-order WKB approximations asε → 0 of the solutions of the equation

ε2
d2y

dx2
+

y

x
= 0

in the formy ∼ Aeiφ/ε. Hence show that the large eigenvalues of the generalised eigenvalue problem

d2y

dx2
+ λ

y

x
= 0, y(1) = 0, y(4) = 0,

are given approximately by

λ ∼ n2π2

4
,

for integern.
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Mathematical Methods II

Question 4

(a) Find the solutionu(x, t) of the problem

∂u

∂t
+ (1− u)2

∂u

∂x
= 0 t > 0,

u = 1− |x| t = 0, − 1 ≤ x ≤ 1.

Show that the solution is uniquely defined in a region bounded by segments of the curvest = 0, t−x = 1,
x− t = 1 and4xt = −1, and sketch the characteristic projections in the(x, t) plane.

(b) The functionu(x, y) satisfies the Eikonal equation

(
∂u

∂x

)2

+
(

∂u

∂y

)2

= 1,

and is equal to zero on a plane curveΓ given parametrically byx = x0(s), y = y0(s), wheres is
arc-length (that is,(dx0/ds)2 + (dy0/ds)2 ≡ 1). State what is meant by a ray, and show that the rays
are perpendicular toΓ. Find two possible solutionsu(x, y) in parametric form.

[ Charpit’s equations for the equationF (p, q, u, x, y) = 0 are

ẋ = Fp, ẏ = Fq, ṗ = −Fx − pFu, q̇ = −Fy − qFu, u̇ = pFp + qFq,

wherep = ∂u/∂x andq = ∂u/∂y.]
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Question 5

Define thecharacteristicsof the system of partial differential equations

A
∂u

∂t
+ B

∂u

∂x
= c,

whereu is ann-dimensional vector, and then× n matricesA andB and the vectorc are all functions ofx,
t andu. Show that the slope of a characteristic satisfies

dx

dt
= λ where det(B − λA) = 0.

What does it mean for such a system to behyperbolic? Suppose the solutionu(x, t) of an n-dimensional
hyperbolic system is discontinuous across a curveC in the(x, t)-plane. Explain, using a causality argument,
how many characteristics in general must enter and leaveC at each point.

Show that the system
∂u

∂t
+

∂

∂x
(uv) = 0

∂

∂t
(uv) +

∂

∂x

(
uv2 +

u3

3

)
= 0





(?)

is hyperbolic, and find its characteristics and Riemann invariants. Deduce that the characteristics are straight
lines.

Write down the Rankine-Hugoniot conditions, corresponding to (?), that must be satisfied across a shock.
Show that, if the shock speed isdx/dt = ẋ andq = (v − ẋ) u, then

[q]+− =
[
q2

u
+

u3

3

]+

−
= 0.
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Question 6

(a) Verify that the function

F (x, t) =
1

2
√

πt
exp

(
−x2

4t

)

satisfies the problem
∂F

∂t
=

∂2F

∂x2
t > 0, −∞ < x < ∞,

F = δ(x) t = 0, −∞ < x < ∞,
F → 0 t > 0, x → ±∞,

whereδ is the Dirac delta-function.

(b) Define theGreen’s functionG(x, t; ξ, τ) for the problem

∂2u

∂x2
− ∂u

∂t
= 0 t > 0, 0 < x < ∞,

u = f(t) t > 0, x = 0,
u → 0 t > 0, x →∞,
u = 0 t = 0, 0 < x < ∞,





(?)

and findu(ξ, τ) in terms off(t) andG.

(c) Use part (a) to findG(x, t) and hence show that

u(ξ, τ) =
2√
π

∫ ∞

ξ/(2
√

t)
f

(
τ − ξ2

4s2

)
e−s2

ds. (†)

(d) For the casef(t) ≡ 1, find a similarity solution of (?) and show that the solution agrees with (†).
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