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Numerical Solution of Differential Equations

Question 1

(a) State the general form of a lineark-step method for the numerical solution of the initial value problem
y′ = f(x, y), y(x0) = y0 on the mesh{xj : xj = x0 + jh} of uniform spacingh > 0.

(b) Define thetruncation errorof a lineark-step method. What is meant by saying that a lineark-step
method isconsistent?

(c) What is meant by saying that a lineark-step method iszero-stable? Formulate an equivalent character-
isation of zero-stability in terms of the roots of a certain polynomial of degreek.

(d) Consider the two-parameter family of linear two-step methods defined by

ayn+2 − (1 + a)yn+1 + yn = bhfn+2

wherefj = f(xj , yj), anda andb are real numbers,ab 6= 0. Determine the set of all values of the
parametersa andb such that the method is zero-stable.

(e) Show that there exists a unique choice of the parametersa andb such that the method is second-order
accurate. Is the method convergent for these values ofa andb? Justify your answer by using Dahlquist’s
Theorem which you should carefully state.

Question 2

Consider the initial boundary value problem

ρ(x)
∂u

∂t
=

∂2u

∂x2
, 0 < x < 1, 0 < t ≤ T,

u(x, 0) = u0(x), 0 < x < 1,

u(0, t) = A, u(1, t) = B, t ∈ [0, T ],

whereA andB are given real numbers,T is a fixed positive real number,ρ is a continuous function ofx,
ρ(x) ≥ c0 > 0, andu0 is a real-valued function defined and continuous on the closed real interval[0, 1].

(a) Formulate the Crank–Nicolson scheme for the numerical solution of this initial value problem on a
mesh with uniform spacings∆x = 1/J and∆t = T/M in thex andt co-ordinate directions, respec-
tively, whereJ andM are positive integers.

(b) Define the truncation error of the scheme and show that it is of sizeO((∆x)2 +(∆t)2) as∆x,∆t → 0.
[You may assume thatu has as many bounded and continuous partial derivatives with respect tox and
t as are required by your proof.]

(c) Now, suppose that∆t ≤ c0(∆x)2. Show that

max
0≤j≤J

|Um
j | ≤ max

0≤j≤J
|U0

j |

for all m, 1 ≤ m ≤ M .
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Numerical Linear Algebra

Question 3

(i) Describe a method for constructing the factorisation ofA ∈ Rm×n as QR whereQ ∈ Rm×m is
orthogonal andR ∈ Rm×n is upper triangular. Explain how this factorisation may be employed in
solving the least squares problem:

min
x∈Rn

‖Ax− b‖2, m > n.

If m = n what other factorisation is more commonly employed to solve the linear systemAx = b?
Demonstrate this other factorisation, carefully indicating any additional steps that are required, for the
matrix 


0 2 1
2 2 −2
−1 1 3


 .

(ii) if A = M −N ∈ Rn×n with A symmetric and positive definite andM symmetric and invertible, prove
that the vector sequence generated by

Mx(k) = Nx(k−1) + b, k = 1, 2, . . .

converges to the solution ofAx = b for any initial guessx(0) if and only if the eigenvalues ofI−M−1A
lie inside the unit disc.

(You may wish to note that a symmetric matrix is diagonalisable and that a symmetric and positive
definite matrix has a Cholesky factorisation).
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Question 4

Let Πk denote the set of real polynomials of degree at mostk. Suppose thatA ∈ Rn×n is symmetric and
positive definite.

Say why any vector in the Krylov subspace

Kk(A, b) = span{b, Ab, A2b, . . . , Ak−1b}

can be written asp(A)b wherep(A) is a polynomial inA. Prove that any iterative method for the solution of
Ax = b with x0 = 0 which has an update formula for the iteratesxj of the form

xk = xk−1 + αk−1rk−1

whererj = b− Axj , necessarily hasxk in Kk(A, b). Deduce thatrk = p(A)r0, p ∈ Πk, p(0) = 1. Suppose
in fact that the residuals satisfy the optimality property

‖rk‖? = min
p∈Πk,p(0)=1

‖p(A)r0‖?

for some norm‖ · ‖?. Prove thatx` = x if r0 lies in a subspace spanned by` eigenvectors ofA which
correspond tò distinct eigenvalues. Is it a more or less favourable situation if the` eigenvalues are not all
distinct?

For the matrix

A =
(

2In + H(ω) In

In 2In

)

whereIn ∈ Rn×n is the identity matrix andH(ω) is a Householder matrix, show thatx` = x where` can be
no greater than4 whatever the vectorb.
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Finite Element Methods

Question 5

(a) Given that(a, b) is a bounded nonempty open interval of the real line, define the Sobolev spaceH1(a, b)
and the Sobolev norm‖ · ‖H1(a,b).

(b) What is meant by saying thatu is a weak solution inH1(a, b) of the boundary value problem

−u′′ + (x2 + 1)u = f(x), x ∈ (a, b); u′(a) = 0, u(b) + u′(b) = 1,

wheref ∈ L2(a, b)?

Show that the bilinear form associated with the weak formulation of this problem is coercive on
H1(a, b).

(c) Consider the continuous piecewise linear basis functionsϕi, i = 0, 1, . . . , N , defined byϕi(x) =
(1− |x− xi|/h)+, x ∈ [a, b], on the uniform mesh of sizeh = (b− a)/N , N ≥ 2, with mesh-points
xi = a + ih, i = 0, 1, . . . , N . Using the basis functionsϕi, i = 0, 1, . . . , N , define the finite element
approximation of the boundary value problem and show that it has a unique solutionuh.

(d) Expanduh in terms of the basis functionsϕi, i = 0, 1, . . . , N , by writing

uh(x) =
N∑

i=0

Uiϕi(x)

whereU = (U0, U1, . . . , UN )T ∈ RN+1, to obtain a system of linear algebraic equations for the vector
of unknownsU. Show that the matrixA of this linear system is symmetric (i.e.,AT = A) and positive
definite (i.e., VTAV > 0 for all V ∈ RN+1, V 6= 0).

Show also that‖u− uh‖H1(a,b) = O(h) ash → 0.

[Any bound on the error betweenu and its finite element interpolantIhu may be used without proof,
but must be stated carefully.]
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Question 6

Let u(x, t) denote the solution to the initial boundary value problem

∂u

∂t
+ q(x)u =

∂2u

∂x2
, 0 < x < 1, 0 < t ≤ T,

∂u

∂x
(0, t) = 0, u(1, t) = 0, 0 ≤ t ≤ T,

u(x, 0) = u0(x), 0 < x < 1,

whereT > 0, u0 ∈ L2(0, 1), andq is a continuous function defined on the closed interval[0, 1] of the real
line, such thatq(x) ≥ c0 > 0 for all x ∈ [0, 1].

(a) Construct a finite element method for the numerical solution of this problem, based on the backward
Euler scheme with time step∆t = T/M , M ≥ 2, and a piecewise linear approximation inx on a
uniform subdivision of spacingh = 1/N , N ≥ 2, of the interval[0, 1], denoting byum

h the finite
element approximation tou(·, tm) wheretm = m∆t, 0 ≤ m ≤ M .

(b) Show that, for0 ≤ m ≤ M − 1,

(1 + 2c0∆t)‖um+1
h ‖2

L2(0,1) ≤ ‖um
h ‖2

L2(0,1),

where‖ · ‖L2(0,1) is theL2-norm on the interval(0, 1).

Hence deduce that the method is unconditionally stable in theL2-norm in the sense that, for any∆t,
independent of the choice ofh,

‖um
h ‖2

L2(0,1) ≤ (1 + 2c0∆t)−m ‖u0
h‖2

L2(0,1), 1 ≤ m ≤ M.

(c) Show that, for eachm, 0 ≤ m ≤ M − 1, um+1
h can be obtained fromum

h by solving a system of linear
algebraic equations with a symmetric tridiagonal matrixA whose entries you should define in terms
of the standard piecewise linear basis functionsϕi, i = 0, 1, . . . , N − 1. Assuming thatq(x) ≡ 1,
compute the diagonal entries of the matrixA.
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