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Numerical Solution of Differential Equations

Question 1

() State the general form of a linglasstep method for the numerical solution of the initial value problem
Yy = f(x,y), y(zo) = yo onthe mesHz; : x; = xo + jh} of uniform spacing: > 0.

(b) Define thetruncation errorof a lineark-step method. What is meant by saying that a linfeatep
method isconsister?

(c) What is meant by saying that a lindastep method igero-stabl@ Formulate an equivalent character-
isation of zero-stability in terms of the roots of a certain polynomial of degree

(d) Consider the two-parameter family of linear two-step methods defined by

aYn+2 — (1 + a>yn+1 +Yyn = bhfn+2

where f; = f(z;,y;), anda andb are real numbers;b # 0. Determine the set of all values of the
parameters andb such that the method is zero-stable.

(e) Show that there exists a unique choice of the parametanslb such that the method is second-order
accurate. Is the method convergent for these valuesntlb? Justify your answer by using Dahlquist’s
Theorem which you should carefully state.

Question 2

Consider the initial boundary value problem

ou  0%u
u(z,0) = ug(z), 0<z <1,

w0,6) = A, w(l,t)=B, tel0,T],

where A and B are given real numberd, is a fixed positive real numbep, is a continuous function aof,
p(x) > co > 0, anduy is a real-valued function defined and continuous on the closed real inferval

(a) Formulate the Crank—Nicolson scheme for the numerical solution of this initial value problem on a
mesh with uniform spacingdz = 1/J andAt = T'/M in thez andt¢ co-ordinate directions, respec-
tively, whereJ and M are positive integers.

(b) Define the truncation error of the scheme and show that it is of3{zAx)? + (At)?) asAx, At — 0.
[You may assume that has as many bounded and continuous partial derivatives with respeatid
t as are required by your proof.]

(c) Now, suppose thakt < cy(Az)?. Show that
max |U"| < max |UY|
0<j<s 7 T o< Y

forallm,1 <m < M.
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Numerical Linear Algebra

Question 3

(i) Describe a method for constructing the factorisationdofe R™*™ asQR whereQ) € R™*™ is
orthogonal andk € R™*" is upper triangular. Explain how this factorisation may be employed in
solving the least squares problem:

min ||Ax — b|l2, m > n.
rzeR?

If m = n what other factorisation is more commonly employed to solve the linear sydtem b?
Demonstrate this other factorisation, carefully indicating any additional steps that are required, for the

matrix
0 2 1
2 2 =2
-1 1 3

(i) if A= M— N e R"™"™with A symmetric and positive definite add symmetric and invertible, prove
that the vector sequence generated by

Mz = Ngk-1) +b, k=1,2...

converges to the solution gfz = b for any initial guess:(“) if and only if the eigenvalues df— M 1 A
lie inside the unit disc.

(You may wish to note that a symmetric matrix is diagonalisable and that a symmetric and positive
definite matrix has a Cholesky factorisation).
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Question 4

Let I, denote the set of real polynomials of degree at nkosBuppose thatl € R™*" is symmetric and
positive definite.

Say why any vector in the Krylov subspace
Ki(A,b) = span{b, Ab, A%, ... A*1p}

can be written ap(A)b wherep(A) is a polynomial inA. Prove that any iterative method for the solution of
Az = bwith zy = 0 which has an update formula for the iteraigsof the form

T = Tp—1+ Qg 17Tk—1

wherer; = b — Az, necessarily hasy, in (A, b). Deduce that, = p(A)rg, p € I, p(0) = 1. Suppose
in fact that the residuals satisfy the optimality property

r = min Ar
Irulle = _min lp(A)rol.

for some norm|| - ||,. Prove thatt, = x if ry lies in a subspace spanned bgigenvectors ofA which
correspond td distinct eigenvalues. Is it a more or less favourable situation if thigenvalues are not all
distinct?

For the matrix

(2, + Hw) I,
A= (A )

wherel,, € R™*" is the identity matrix and? (w) is a Householder matrix, show that = = where/ can be
no greater thad whatever the vectar.
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Finite Element Methods

Question 5

(@) Giventhata,b) is a bounded nonempty open interval of the real line, define the Sobolevidpace)
and the Sobolev nor- |1 (q,p)-

(b) What is meant by saying thatis a weak solution il! (a, b) of the boundary value problem
—u" 4+ (2?2 + Du= f(z), =€ (a,b); u'(a) =0, u(b)+u'(b)=1,

wheref € La(a, b)?
Show that the bilinear form associated with the weak formulation of this problem is coercive on
H(a,b).

(c) Consider the continuous piecewise linear basis functigns = 0,1,..., N, defined byy;(z) =
(1 — |z —xi|/h)+, x € [a,b], on the uniform mesh of size = (b — a)/N, N > 2, with mesh-points
x; =a-+1ih,i=0,1,..., N. Using the basis functiong;, i = 0,1, ..., N, define the finite element
approximation of the boundary value problem and show that it has a unique salytion

(d) Expanduy, in terms of the basis functions;, i = 0,1, ..., N, by writing
N
un(z) =Y Uspi(w)
i=0

whereU = (Uy, Uy, ...,Ux)T € RN to obtain a system of linear algebraic equations for the vector
of unknownsU. Show that the matrix of this linear system is symmetricd., A7 = A) and positive
definite .e, VI AV > 0forall V € RV, V £ 0).

Show also thallu — up[g1(a,s) = O(h) ash — 0.

[Any bound on the error betweanand its finite element interpolafi},u may be used without proof,
but must be stated carefully.]
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Question 6

Letu(x,t) denote the solution to the initial boundary value problem

ou 0%u
a—l—q(w)u:@, 0<z<l, 0<t<T,
ou
—(0,t) =0 1,t) =0 0<t<T
ax(7) ’ u(?) ? — i 9
u(z,0) = up(z), 0<xz<l,

whereT > 0, up € L2(0,1), andq is a continuous function defined on the closed intef@al] of the real
line, such thaty(z) > ¢o > 0 forall z € [0, 1].

(a) Construct a finite element method for the numerical solution of this problem, based on the backward
Euler scheme with time steppt = T'/M, M > 2, and a piecewise linear approximationatron a
uniform subdivision of spacing = 1/N, N > 2, of the interval(0, 1], denoting byu;" the finite
element approximation ta(-, t™) wheret™ = mAt, 0 < m < M.

(b) Show that, fob <m < M —1,
(1+ QCOAt)Hu;LnJ’_lH%Q(O,].) < HUZLH%Q(OJ)’

wherel| - [|1,,(0,1) is theLg-norm on the interval0, 1).

Hence deduce that the method is unconditionally stable in.theorm in the sense that, for anyt,
independent of the choice af

i 1,00y < (1420088 " upllE 0,0y 1< m < M.

(c) Show that, foreach, 0 <m < M —1, uhm“ can be obtained from;" by solving a system of linear
algebraic equations with a symmetric tridiagonal maixvhose entries you should define in terms
of the standard piecewise linear basis functignsi = 0,1,..., N — 1. Assuming thay(z) = 1,
compute the diagonal entries of the matrix
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