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Numerical Solution of Differential Equations

Question 1

(i) State the general form of a lineark-step method for the numerical solution of the initial value problem
y′ = f(x, y), y(x0) = y0 on the mesh{xj : xj = x0 + jh} of uniform spacingh > 0. [2 marks]

(ii) Define thetruncation errorof a lineark-step method. What is meant by saying that a lineark-step
method isconsistent? [4 marks]

(iii) What is meant by saying that a lineark-step method iszero-stable? Formulate an equivalent character-
isation of zero-stability in terms of the roots of a certain polynomial of degreek. [6 marks]

(iv) Consider the linear three-step method defined by

yn+3 + ayn+2 − ayn+1 − yn = hb(fn+2 + fn+1),

wherefj = f(xj , yj), anda andb are real parameters such thata + 3 = 2b. Find all values ofa such
that the method is zero-stable. Show that the maximum order of a zero-stable method of this form is2.

Show further that there exists a unique choice ofa andb such that the order of the method is4. Is this
fourth-order method convergent? Justify your answer. [13 marks]

Question 2

Consider the initial-value problem for the scalar nonlinear hyperbolic equation

∂u

∂t
+

∂

∂x
f(u(x, t)) = 0, −∞ < x < ∞, 0 < t ≤ T,

u(x, 0) = u0(x), −∞ < x < ∞,

whereT > 0 is a positive real number,u0 is a real-valued, bounded, monotonic increasing and continuously
differentiable function ofx ∈ (−∞,∞), andf is a real-valued, twice continuously differentiable function on
R whose second derivative is nonnegative onR.

(i) By using the Chain Rule, or otherwise, verify that the continuously differentiable functionu, defined
implicitly by the equation

u(x, t) = u0

(
x− t f ′(u(x, t))

)
,

is a solution to the initial value problem. [12 marks]

(ii) Suppose thatf(u) = 1
2u2 − tan−1 u. Show thatf ′′(u) ≥ 0 for all u ∈ R. Formulate the first-

order upwind scheme for the numerical solution of the initial value problem on a uniform mesh of size
∆x > 0 in thex-direction and size∆t = T/M in thet-direction, whereM ≥ 1, denoting byUm

j the
approximation tou(j∆x,m∆t).

Show that if(∆t/∆x)max
x∈R

|f ′(u0(x))| ≤ 1, then max
0≤m≤M

max
j∈Z

|Um
j | ≤ max

j∈Z
|U0

j |.
[13 marks]
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Numerical Linear Algebra

Question 3

(a) If A ∈ Rm×n,m ≥ n, what is the Singular Value Decomposition (SVD) ofA? If A hasr ≤ n non-zero
singular values, show that dim(Range(A))= r and dim(Ker(A))= n − r and in each case describe a
basis in terms of the SVD. [4+4 marks]

From the SVD in the casem = n, deduce thatA admits a factorisationA = HQ whereH is a
symmetric and positive semi-definite matrix (i.e. it is symmetric and has non-negative eigenvalues) and
Q is an orthogonal matrix. If{σi} are the singular values ofA, deduce that

‖A−Q‖2 = max
i
|σi − 1|,

proving any results that you need. [4+6 marks]

(b) If a numerical method used to solve a linear system of equationsAx = b in fact finds the solution to a
perturbed systemA(x + δx) = b + δb, prove that

‖δx‖
‖x‖ ≤ ‖A‖ ‖A−1‖ ‖δb‖‖b‖

for any operator norm. What is the important practical interpretation of this result? [4+3 marks]
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Question 4

(a) What does it mean to say that〈·, ·〉 is an inner product on a linear spaceS? How is a norm‖ · ‖ defined
in terms of this inner product? [3+1 marks]

Suppose thatV ⊂ S is a finite dimensional vector space andf ∈ S. Prove thatp ∈ V satisfies
‖f − p‖ ≤ ‖f − q‖ for all q ∈ V if and only if

〈f − p, r〉 = 0 for all r ∈ V.

You should prove any results that you need. [7 marks]

Let U be a fixedn× n real orthogonal matrix and let

S = {A ∈ Rn×n : A = UΛUT , Λ diagonal}.

Does
〈A,B〉 = max{λ : λ is an eigenvalue ofAB}

define an inner product onS? Verify or provide a counterexample for each of the axioms. [6 marks]

(b) Describe briefly the concept of preconditioning for symmetric and positive definite matrix equation
systems with reference to the convergence of the Conjugate Gradient method.

[You may use the result that thekth iterate in a Conjugate Gradient iteration to solve the system of
equationsAx = b for symmetric positive-definiteA satisfies the convergence bound

‖x− xk‖A

‖x− x0‖A
≤ 2

(√
κ(A)− 1√
κ(A) + 1

)k

,

but you should define the condition numberκ(A).]

[8 marks]
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Finite Element Methods

Question 5

(i) Suppose thatf ∈ L2(0, 1). State the weak formulation of the boundary-value problem

−u′′ + xu′ + u = f(x), x ∈ (0, 1),
u′(0) = 0, u′(1) + u(1) = 0.

[4 marks]

(ii) By using the Lax–Milgram Theorem, show that the boundary value-problem has a unique weak solution
u in H1(0, 1). [The following inequality may be used without proof:

max
x∈[0,1]

w2(x) ≤ ‖w‖2
L2(0,1) + 2‖w‖L2(0,1)‖w′‖L2(0,1), w ∈ H1(0, 1).]

[7 marks]

(iii) Let N be a positive integer andh = 1/N . Consider the uniform subdivisionSh = {[xi−1, xi] : i =
1, . . . , N, x0 = 0, xN = 1} of the interval[0, 1], wherexi − xi−1 = h for i = 1, . . . , N . Using
continuous piecewise linear basis functions onSh, formulate the finite element approximation of the
boundary-value problem. [4 marks]

(iv) Show that the finite element method from part (c) has a unique solutionuh. Show further that there
exists a positive constantC, independent ofh, such that, for any continuous piecewise linear function
vh defined on the subdivisionSh,

‖u− uh‖H1(0,1) ≤ C‖u− vh‖H1(0,1).

Deduce that‖u− uh‖H1(0,1) = O(h) ash → 0 [10 marks]

[Any bound on the error betweenu and its finite element interpolantIhu may be used without proof,
but must be stated carefully.]
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Question 6

Suppose thatΩ is a bounded polygonal domain inR2 with boundaryΓ, oriented in the anticlockwise direction.

Suppose, further, thatf ∈ L2(Ω) and consider the quadratic functionalJ : v ∈ H1(Ω) 7→ J(v) ∈ R defined
by

J(v) =
1
2

∫

Ω
(|∇v|2 + v2) dx +

1
2

∫

Γ
v2 ds−

∫

Ω
f · v dx.

(i) Show that ifu ∈ H1(Ω) is such thatJ(u) ≤ J(v) for all v ∈ H1(Ω), then there exist a bilinear
functionala(·, ·) defined onH1(Ω)×H1(Ω) and a linear functional̀(·) defined onH1(Ω) such that

a(u, v) = `(v) ∀v ∈ H1(Ω). (P)

[7 marks]

(ii) Show that (P) is the weak formulation of the elliptic boundary value problem

−∇2u + u = f in Ω,
∂u

∂n
+ u = 0 onΓ,

where
∂u

∂n
= ∇u · n andn denotes the unit outward normal vector toΓ. [7 marks]

(iii) Suppose thatΩ is the unit square(0, 1) × (0, 1), and letTh be a triangulation ofΩ constructed from a
uniform square grid of spacingh = 1/N by subdividing each grid-square by the diagonal of negative
slope. Formulate the piecewise linear finite element approximation (Ph) of problem (P) on the triangu-
lationTh. Show that (Ph) has a unique solutionuh and thatJ(u) ≤ J(uh) ≤ J(vh) for any continuous
piecewise linear functionvh defined on the triangulationTh. [11 marks]
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