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Numerical Solution of Differential Equations 

JMAT 7302 

Question 1 

(a) Suppose that 8 E [0,1] and let N be an integer, N 2 2. Consider the one-step method 

for the numerical solution of the initial-value problem y’ = f ( z , y ( z ) ) ,  y(0) = 90, over the uniform 
mesh {z, : z, = nh, n = 0,1, .  . . , N }  of spacing h = XM/N > 0 contained in the closed interval 

Define the truncation error T, of the method. Show that there exists 8 = 80 E [0,1] such that T, = 
O(h2) as h + 0, n + 03, with nh = z, fixed.’ 

By considering f ( z ,  y) e Ay where X is a nonzero real number, show that there is no r > 2 such that 
T, = O(h‘) as h -+ 0, n -+ 00, with nh = z, fixed. Hence deduce that for 8 = 00 the method (A) is 
second-order accurate. 

(8+5 marks) 

[ o , x M ] .  

(b) Consider the initial-value problem 

where X E C with Re(X) < 0. Determine lim,,+, y(z). 

Apply the method (*) to the initial-value problem (*.) over the mesh {z, : z, = nh, n = 0,1 , .  . . }, 
h > 0, with y, E C denoting the numerical approximation to y(z,) E C at z = 2,. Show that there 
exists a complex number z = z(Xh, 8) such that y,+l = z(Xh, 8)y, for n = 0,1,. . . . 
Characterise in terms of Iz(Xh, 8) I the region of absolute stability 

‘FI = {Xh E C : lim yn = 0 for any yo E C}. 
,++W 

Sketch 7-1 in the complex plane for: (a) 0 = 0, (b) 8 = 00. 

(2+2+3+5 marks) 
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Question 2 

Suppose that a is a real number, T > 0, and uo is a real-valued, four times continuously differentiable 
function of x E (-CO, CO) which is equal to zero outside a bounded subinterval of (-03, 00). Consider the 
initial value problem 

ut+aux=O, - C O < Z < C O ,  O < t < T ;  U ( Z , O )  = U&), -03 < x < 03. 

(a) Eliminate the partial derivatives U+, utt from a truncated Taylor series expansion of ~ ( x ,  t + At). about 
the point (z, t) using the differential equation above to show that 

~ ( 2 ,  t + At) - U ( Z ,  t) 1 
At 2 

+au,(x,t) = -a2AtuXx(x,t)  + o ( ( A t ) 2 ) .  

Explain how this identity can be used to construct the Lax-Wendroff finite difference scheme 

U; = UO(Sj), j E z, 
where iZ denotes the set of all integers, Ax > 0, At = T/M, and M is a positive integer. 

(7 marks) 

(b) Define the truncation error Tj” of the scheme. Show that rnaxO<,<M-l - -  maxjEz IT?] 4 K,  where 
K = Cl(Ax)2 + C2(At)2, and Cl, C2 are constants which you should define in terms of a and upper 
bounds on absolute values of certain partial derivatives of the solution U .  

(6 marks) 

(c) By writing 

where Om denotes the semidiscrete Fourier transform of the mesh-function j E Z H Uj” defined by the 
Lax-Wendroff scheme, show that 

where X(k) is a function that you should define on the interval [-n/Ax, n/Ax] in terms of CFL number 
p = aAt/Ax, the wave number Ic and the spatial mesh-size Ax. 

Show that if lpl 4 1 then the Lax-Wendroff scheme is stable in the 

Orn+l(Ic) = X(k)Urn(k), 

- 
norm. 

(6+6 marks) 
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Numerical Linear Algebra 

Question 3 

Gram-Schmidt factorization (for all students) 
Throughout this problem, A is an m x n real matrix with m 2 n and rank n, and A = QR is a reduced (or 
“skinny” or “thin” or “economy sized”) QR factorization of A. 

(a) State the dimensions and orthogonalityhparsity properties of Q and R. (2 marks) 

(b) One way to compute Q and R is by Gram-Schmidt orthogonalization, in which a sequence of orthonor- 
mal vectors ql ,  q2, . . . is constructed that span the same sequences of nested spaces as the column vectors 
al , a2, . . . of A. Give formulae showing how the following quantities can be computed in sequence by 
a Gram-Schmidt process: 

‘11,  q1, T12 ,  T22 ,  q 2 ,  T13 ,  T23r T33 ,  4 3 .  

Then write down the general algorithm (e.g. in “pseudocode” or Matlab) to compute all of Q and R. 
(You do not have to worry about whether your algorithm corresponds to “classical” or “modified” Gram- 
S ch& dt .) (9 marks) 

(c) Show that in any QR factorization of A, whether computed by Gram-Schmidt factorization or not, 
rj j  # 0 for each j ,  1 5 j 5 n. Show using (b) that there exists a QR factorization of A with T j j  > 0 for 
each j ,  and that it is unique. 

(7 marks) 

(d) Show that the singular values of A are the same as those of R. For the special case m = n = 2, sketch 
the behaviour of a “typical” matrix A as a mapping from R2 to R2, showing where the axes (1, O)T 
and (0, l)T might be mapped by A and where the singular values cq and 0 2  appear in the picture. If 
A = QR, what will the corresponding sketch for R look like? (7 marks) 
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Question 4 

The cosine of a matrix. (for students in Mathematical Modelling and Scientific Computing) 
Let A be an n x n real matrix. In the study of the second-order differential equation U’’ = Au, where u is a 
time-dependent n-vector, it is sometimes useful to consider the cosine of A, cos(A). 

(a) One way to define cos(A) is by the usual Taylor series for cos(z), except with z replaced by A. Write 
down this series definition for cos(A). Prove by using the fact that 11 All < 00 (the choice of norm doesn’t 
matter) that this series converges for any A. 

(6 marks) 

(b) Suppose that IlAll 5 1. Exactly which powers of A will be needed to determine cos(A) to an accuracy 

(4 marks) 
of better than 10-lo, using the series definition? 

(c) Show from the result of (b) that for A with IlAll 5 1, cos(A) can be computed to 10-digit accuracy by 
means of six matrix multiplications together with various less expensive operations. To leading order in 
n as n + 00, what floating point operation count does this correspond to? 

(6 marks) 

(d) Define an eigenvalue decomposition of a square matrix A, and state what special form the eigenvalue 

(4 marks) 
decomposition can take if A = AT. 

(e) Assuming A = AT, explain how the eigenvalue decomposition can be used to compute cos(A). If 
approximately 9n3 flops are required to compute the decomposition, does the operation count for this 
method come out much better, much worse, or about the same as that of parts (a)-(c)? (5 marks) 
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Finite Element Methods 

Question 5 

(a) Suppose that f E L2 (1,2). State what is meant by saying that U is a weak solution in H1 (1,2) of the 
boundary value problem 

-(2U')' +U' + U = f ( z ) ,  2 E (1,2); U ( 1 )  - U'(1) = 0, 4 2 )  + 2U1(2) = 0. 

(3 marks) 

(b) Show that the bilinear form associated with the weak formulation of this problem is coercive on H1 (1,2). 

(3 marks) 

(c) Consider the piecewise linear finite element basis functions ' p j ,  j = 0,1, .  . . , N,  defined by 'pj(z) = 
(1 - IIC - zj[/h)+,  z E [1,2], on the uniform mesh of-size h = 1/N, N 2 2, with mesh-points 
Xj = 1 + j h ,  j = 0, 1, . . . , N .  Using the basis functions ' p j ,  j = 0 ,1 , .  . . , N,  define the finite element 
approximation of the boundary value problem and show that it has a unique solution uh. 

(3 marks) 

(d) Expand uh in terms of the basis functions V j ,  j = 0, 1, . . . , N ,  by writing 

N 

j=O 

where U = (Uo, U1,. . . , U N ) ~  E RN+', to obtain a system of linear algebraic equations for the vector 
of unknowns U. Show that the matrix A of this linear system is positive definite (i.e. VTdV > 0 for 
all V E RN+l, V # 0). Is the matrix A symmetric (i.e. AT = A)? Justify your answer. 

(3+3+3' marks) 

(e) Show that ][U- uhl[H1(1,2) = O(h) as h + 0. 

[Any bound on the error between U and its continuous piecewise linear finite element interpolant Z ~ U  
may be used without proof, but must be stated carefully.] 

(7 marks) 
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Question 6 

Suppose that R is a bounded polygonal domain in R2 with boundary J? which has been subdivided into two 
disjoint nonempty parts r D  and r N .  It is assumed that each of r D  and r N  is the union of certain edges of 
the polygon r. Let f E L2(R) and define HL(R) = {v  E H1(R) : vir, = 0). Consider the quadratic 
functional J : v E Hh(R) H J(v) E R defined by 

J(v) = $ ( IVvI2 + v2) dR - f v  do. J, 
(a) Show that if U E HL(R) is such that J(u) 5 J(v) for all v E Hh(S2), then there exist a bilinear 

functional a(., e )  defined on HL(S2) x HL(R) and a linear functional e ( . )  defined on HL(R) such that 

a(u,v) = t(v) Vv E HL(R). (PI 

(7 marks) 

(b) Show that (P) is the weak formulation of the elliptic boundary-value problem 

8U 
an 

where & = Vu. n and n denotes the unit outward normal vector to I?. 

-v2u+u=f i nR ,  U = O  o n r D ,  _ -  - 0  OnrN, 

(6 marks) 

(c) Suppose that R is the unit square ( 0 , l )  x (0 , l )  with boundary I? which has been subdivided into 
r N  = {(z, 1) E R2 : 0 5 z 5 1) and rD = r\rN, and let % be a triangulation of 0 constructed 
from a uniform square mesh of spacing h = 1/N by subdividing each mesh square by the diagonal 
of negative slope. Formulate the piecewise linear finite element approximation (Ph) of problem (P) on 
the triangulation %. Show that P h  has a unique solution U h  and that J(u) 5 J(uh) 5 J(vh) for any 
continuous piecewise linear function oh defined on the triangulation G. 

(3+3+3+3 marks) 
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