Degree Master of Science in Mathematical Modelling and Scientific Computing
Numerical Linear Algebra & Finite Element Methods
Thursday, 17th April 2008, 2:00 p.m. —4:00 p.m.

Candidates may attempt as many questions as they wish but must attempt at least one of questions 5 and 6.
The best four solutions,including one from questions 5 and 6, will count.
Solutions to questions 1-4, and 56 should be handed in separately.

Please start the answer to each question on a new page.
All questions will carry equal marks.

Do not turn over until told that you may do so.






Question 1

Define the Sobolev spad&' (0, 1) and the Sobolev norh- [ (0,1)-
What is meant by saying thatis a weak solution il (0, 1) of the boundary value problem

—u" 4+ e"u = f(z), z€(0,1); uw(0) —/(0) =0, wu(l)+u' (1) =0,

wheref € L2(0,1)?
Show that the bilinear form associated with the weak formulation of this problem is coerciv&(on ).

Consider the continuous piecewise linear basis functighs= 0, 1, ..., N, defined by
vi(r) = (1 — |z — z;|/h)+ on the uniform mesh of sizk = 1/N, N > 2, with mesh-pointse; = ih,
1=0,1,...,N. Using the basis functions;, : = 0,1, ..., N, define the finite element approximation of the

boundary value problem and show that it has a unique solutjon

Expandu;, in terms of the basis functions;, i = 0,1,..., N, by writing
N
un(z) =Y Uspi(x)
=0

whereU = (U, Uy, ...,Uyx)T € RV*1, to obtain a system of linear algebraic equations for the vector of
unknownsU. Show that the matri¥ of this linear system is symmetricé., A” = A) and positive definite
(i.e, VT AV > 0forall V e RNt vV £ 0).

Show also thaliu — w1 (0,1) = O(h) ash — 0.

[Any bound on the error betweenand its finite element interpolafit, u may be used without proof, but must
be stated carefully.]
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Question 2

Suppose that is a bounded polygonal domainik? with boundany”, oriented in the anticlockwise direction.
Consider the quadratic functiondl : v € H'(Q2) — J(v) € R defined by

I(v) = 1/(|w2+v2)dx—/vds.
2 Ja r
(@) Show that ifu € H(Q) is such that/(u) < J(v) for all v € H'(Q2), then there exist a bilinear
functionala(-, -) defined onH! () x H!(Q2) and a linear functional(-) defined on*($2) such that

a(u,v) = £(v) Vv € HY(Q). (P)

(b) Show that (P) is the weak formulation of the elliptic boundary-value problem

—Vu4u=0 ingQ, g—uzl onT,
n

whereg—z = Vu - n andn denotes the unit outward normal vectodto

(c) Suppose tha® is the unit squar¢0, 1) x (0, 1), and let7;, be a triangulation of2 constructed from a
uniform square grid of spacing= 1/N by subdividing each grid-square by the diagonal of negative
slope. Formulate the piecewise linear finite element approximatighdf problem (P) on the triangu-
lation7;,. Show that Pj) has a unique solutiom;, and that/ (u) < J(u;) < J(vy) for any continuous
piecewise linear function;, defined on the triangulatio,.



Question 3

(@) Lety € L2(0,1) and leta(-, -) be the bilinear form ofl*(0, 1) x H'(0, 1) defined by
1
a(w,v) = / (w'v" + wo) dz.
0
Suppose, further, thate H'(0, 1) is such that
1
a(w,z):/ w-Ydx vw € H'(0,1).
0

ShOW thatZ 6 Hz(O, 1) and||Z//||L2(071) S HwHLQ(O,l)'
(b) Suppose thaf € L?(0, 1) and letu € H'(0, 1) be the weak solution of the problem
1
a(u,v) = / frvde Yo € HY(0,1).
0
Let, further,u;, denote the piecewise linear finite element approximatianda the subdivision

Sh:{[xi_l,xi] : i:1,2,...,N},Wherexi—xi_1:hi,i:1,2,...,N.
Show that

1 N x;
/0 (u—up)pde = ; /xil R(up) - (z — Ipz) dz,

wherel}, z is the continuous piecewise linear finite element interpolantaf the subdivisiors,, and
R(up) is theresidualthat you should carefully define in terms pandu;,.

(c) Show that
L . N 1/2
/0 (u—up)pde < — <Z ’R(uh)||%2(zi_1,zi)h?> ¥ llL2(0,1)s
=1
and deduce tha posteriorierror bound

A 1/2
[u— uhHLQ(O,l) < ;) <Z HR(Uh)Hi%z“,zi)h?) .

i=1

Discuss, briefly, how thia posteriorierror bound could be implemented into an adaptive mesh refine-
ment algorithm to compute, for a prescribed tolerange > 0, an approximation:, to « such that
[l — unllL2(0,1) < TOL.
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Question 4

Letu(z,t) denote the solution to the initial boundary value problem

ou 0u
p(x)a+u:@, 0<z<l1l, 0<t<T,
u(0,t) =0, wu(l,t)=0, 0<t<T,
u(z,0) = ug(z), 0<z<l1,

whereT > 0, ug € L?(0,1), andp is a continuous function defined on the closed intef9al] of the real

line, such thad < ¢y < p(x) < ¢ forall z € [0, 1].

Construct a finite element method for the numerical solution of this problem, based on the backward Euler
scheme with time ste@¢t = T'/M, M > 2, and a piecewise linear approximationzmn a uniform subdivi-

sion of spacing: = 1/N, N > 2, of the interval[0, 1], denoting byu;" the finite element approximation to
u(-,t") wheret™ = mAt, 0 <m < M.

Show that, fol0 <m < M — 1,

() 4+ 2881+ 7) [ 22y < (ot ),

where(., -) denotes the inner product 8F(0, 1) and|| - [|12( 1) is theL-norm on the interval0, 1).

Hence deduce that the method is unconditionally stable if.thgorm in the sense that, for adyt, indepen-
dent of the choice of,

c1 2At(1+72)\ ™"
oo < £ (1425 luolieory  1m A

Show that, for eachn, 0 < m < M — 1, uZ”H can be obtained from;" by solving a system of linear
algebraic equations with a symmetric tridiagonal matixvhose entries you should define in terms of the
standard piecewise linear basis functians: = 1,..., N — 1. Assuming thaip(z) = 1, compute the
diagonal entries of the matriA.



Question 5

Let II; denote the set of real polynomials of degree less than or eqiéal to

(a) If the Chebyshev polynomialg, € I,k = 0,1,... are defined for argumente [—1,1] by Ty = 1

(b)

(©)

(d)

and fork = 1,2,... by

Ti(t) = o1 coskf, t=cosf, 0<O<m
show that form = 2,3, ...
1
Tony1(t) =t T (t) — ZTm,l(t).

(Please note the scaling of the Chebyshev polynomials here which is different to that which is in most
common usage.)

If S = XTAX is a diagonalisation of the symmetric matixc R"*" so thatA € R"*" is a diagonal
matrix of the eigenvalues and is orthogonal, show for any polynomialc TI, thatp(S) = XTp(A)X
and deduce that

IP(S)llz2 = llp(A) ]2 = max [p(A;)]
where{\, ..., A\, } are the eigenvalues of.

For a symmetric matrixd € R™*" if a splitting A = I — S is used and iterates for the solutionAf = b
are defined by a simple iteration
Tp =Srp_1+0b

show that
x—ap =S¥z — x0).

Foranygiven polynomiap;, € I, satisfyingp,(1) = 1, how can the iteratege, } be linearly combined
to give a sequencfyy } so that we have

z —yk = pr(S)(z — 20)?
Why is the choice thaiy is an appropriately shifted and scaled versiofijph good choice? Quote but

do not prove any results you require. Explain why with this choice the seqygptean converge even
when the sequender; } diverges.
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Question 6
Let A € R"*" be symmetric and positive definite.

(a) If for givenb € R™, x € R™ satisfiesAx = b and the functionap : R" — R is defined by

1
P(y) = inAy —y'b

show that . )
¢y) = 5llz -~ ylh - 5\\9&”%
where||z||4 = 2T Az for any z € R"™. Show further that(z + y) is minimal wheny = 0.
(b) What is the Steepest Descent Method for the solution of the linear system of equaticash? For
the iterategz } generated by the Steepest Descent Method and the corresponding regigpalith

rp = b — Ax; show that
e € 1o + spaf{ Arq, . .., AFrg}.

©) If
1

100 1
0 2 0|,b=|1] andag=1|1 |,
0 0 3 1 1

what is the angle between the first two descent directions?

A=
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