Degree Master of Science in Mathematical Modelling and Scigific Computing
Numerical Solution of Differential Equations & Numerical L inear Algebra
Thursday, 11th January 2007, 2:00 p.m. — 4:00 p.m.

Candidates may attempt as many questions as they wish. $hiobesolutions will count.
Solutions to questions 1-4 and 5-6 should be handed in sighara

Please start the answer to each question on a new page.
All questions will carry equal marks.

Do not turn over until told that you may do so.



Numerical Solution of Differential Equations

Question 1

Consider the initial-value probleml = f(z,y), y(0) = yo, Wheref is a smooth function of its arguments
andyy is a given real number. Suppose that 0, x,, = nhforn =0,1,..., and lety, be an approximation
toy(xz,), n=0,1,..., defined successively by the one-step method

Yn+1 = yn+h {le(l’m?/n) +02f(xn+ah7yn+ahf($nayn))}u n = 07]-7"'7 (*)
wherecy, ¢co anda are parameters.

(@) Apply the method«) to the initial-value problemy’ = Ay, y(0) = yo, whereX > 0 is a real number
andyg > 0.

(i) Show that
Yn = (L + (c1 + c2)Ah + (c2a)(AR)?) " yo, n=0,1,....

(i) Show thatifc; + o = 1 andeza = 4 then

(e e}

1

y(ea) =yl < onen 1 3" ()
k=3

Hence deduce that

ly(zn) — yn| < % (a:ne)‘x")\g) h2.

(iii) Show, further, that:
e if ¢; + ¢ # 1 then the method is not consistent;
e if ¢; + c2 = 1andepa # 5 then there is ne > 1 such thaly(z,) — yn| = O(R").

[You may use without proof that i > 8 > 0 thenng"L(a — 3) < a" — b" < na" (a - 3).]
[4+8+8 marks]

(b) Now, apply the methodx) to the initial-value problem/ = Ay, y(0) = yo, whereX € C with
Re(A) < 0, over the mesHz,, : =, = nh, n = 0,1,...}, h > 0, with y,, € C denoting the
numerical approximation tg(x,,) € Catz = z,,n =0,1,....

Show thatlim,_, o y(z) = 0.

Supposing that; + co = 1 andcga = % specify carefully the sek{ of all complex numberg = \h
such thalim,, ., ¥, = 0. Give a rough sketch the sitin the complex plane. [2+3 marks]



Question 2

(a) State the general form of a lindaistep method for the numerical solution of the initial-v&ajoroblem
v = f(z,y), y(xg) = yo on the mesHz,, : z, = xo + nh, n=0,1,...} of uniform spacing: > 0.
[2 marks]

(b) Define thetruncation errorof a lineark-step method. What is meant by saying that a lineatep
method isconsister? What is meant by saying that a linear multistep methedé@®nd-order accurate
[6 marks]

(c) What is meant by saying that a lindastep method igero-stabl@ Formulate an equivalent character-
isation of zero-stability in terms of the roots of a certaglymomial of degree. [6 marks]

(d) Consider the three-parameter family of linear two-stegthods defined by

Ynt2 — QYny1 + byn = hcfn+2a

wheref; = f(x;,y;), anda, b andc are real numbers. Show that there exists a unique choiagbof

andc such that the method is second-order accurate; show futberfor these values af, b andc,

the method is second-order convergent. [If Dahlquist'sorem is used, it must be stated carefully.]
[11 marks]
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Question 3

Consider the initial-value problem

ou 0%u
E—i_u_@?’ —co<x<oo, 0<t<T,
u(z,0) = up(z), —00 <z < 00,

whereT > 0 is a fixed real number, ang, is a real-valued, bounded and continuous function of thiabky
x € (—00,00).

(&) Formulate the implicit (backward) Euler scheme for thmerical solution of this initial-value problem
on a mesh with uniform spacingdz > 0 and At = T/M in the z andt¢ co-ordinate directions,
respectively, wheré/ is a positive integer. [4 marks]

(b) Define the truncation error of the scheme and show thatdf sizeO((Az)? + At) asAx, At — 0.
[You may assume that has as many bounded and continuous partial derivativesresitect tar and
t as are required by your proof.] [5 marks]

(c) LetU;" denote the implicit (backward) Euler approximationg Az, mAt), 0 < m < M, j € Z,

1/2
whereZ denotes the set of all integers. Suppose, further,|(thié],, = (Aa; Yiez \UJQP) / is finite.
Show that

U™ ey < (14 A8 [[U°)|e,

forallm,1 <m < M. [8 marks]

(d) Show, further, that

max [UJ"| < (14 At)”" max |U}|
JEZ JEZL

forallm,1 <m < M. [8 marks]



Question 4

Suppose that is a nonzero real numbéf, > 0, andu, is a real-valued continuous functionofc (—oo, o0)
which is equal to zero outside a bounded subintervél-of, oo). Consider the initial-value problem

ur+au, =0, —oco<x<oo, 0<t<T, u(x,0) = up(z), —oc0 <z < 0.

Let Z denote the set of all integers and suppose that> 0, At = T'/M, where) is a positive integer, and
let u = aAt/Ax.

(@) Show that ifiu| < 1 then theLax—Friedrichs scheme

(b)

()

Uﬁ+1—%(Uﬂ1+Uj@1)+aUﬂ1_Uj@1 _ 0<m< M-I,
At 2Ax ’ Jj €7,
UJO = ’LLO(.TJ'), JjE Z,
is stable in the/s norm|| - ||¢,. [7 marks]

Define the truncation errdi‘;” of the Lax—Friedrichs scheme. Show that

max max|T}"| < K,
0<m<M-1 jeZ

where K = C1(At) 4+ Cy(Ax)? + C3 (AA’?Q andC1, Cy, C5 are constants which you should define in
terms ofa and upper bounds on absolute values of certain partialates of the solution.

[You may assume that has as many bounded and continuous partial derivativesresitect tar and
t as are required by your proof.] [6 marks]

Now consider a modification of the Lax—Friedrichs schecadled thecentral difference schemehere
the arithmetic z;tven’;tgé(U}T”H + Uj",) is replaced by/;™:

7j—1
Uyt Uy U U f0<m< Mo,
At 20z jEZ,
UJO = uo(xj), ] E L.
By writing
1 W/Afl? R ki A
Ujm = — U™ (k)e™ =*dk,
2m —7/Ax

whereUU™ denotes the semidiscrete Fourier transform of the mesttiam;j € Z — U;™ defined by
the central difference scheme, show that

U™ (k) = Mk)U™(k),  ke€[-n/Az,m/Az], m=0,1,....M —1,
wherek — A(k) is a function that you should define on the interivatr / Az, 7 /Ax] in terms ofy, the
wave numbek: and the spatial mesh-sizex.
Show thatA\(k)|> = 1 + p?sin?(kAx) forall k € [—n/Ax, m/Ax].
Hence deduce the existence of an initial conditihsuch that|U™||2, > (1 + $u2)™||U°|12,.

What does this inequality imply about the stability, or athise, of the central difference scheme in

the ¢5 norm for 1 fixed? [3+3+3+3 marks]
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Numerical Linear Algebra

Question 5

(&) What is an orthogonal matrix? @ < IR™*™ is the firstn columns of an orthogonal matrix (with
n < m), show thalQ” Q = I € R™™", [2+2 marks]

(b) What does it mean to say thdt= UXV7 is the Singular Value Decomposition (SVD) of the matrix
A € IR™*"? Suppose thai > n and thatA is of rankn. If Q € IR™*" is the firstn columns ofU,
show that the columns @p are a basis for the range dt [4+4 marks]

(c) Itis now desired to use this singular value decompasitibA to compute the solution of the linear
least squares problem
min ||Az — b||2

zeIR™
for some giverb € IR™. Explain how the solution may be computed without any othetdrisation of
A, proving any results that you need. What is the linear legisai®s error? [7+1 marks]

(d) If the rank ofA was known to be < n rather tham, can the singular value decomposition still be used
to solve the linear least squares problem? If so, what iswtienlin terms of the SVD: is it unique?
What is the linear least squares error? [5 marks]

Question 6

(a) Whatis Gauss-Seidel iteration for the solution of adireystem of equationdz = b whereA € IR™*"
is nonsingular? What is a necessary conditiondoim order that this method can be applied? Show
that if the Gauss-Seidel iterates converge then they muastoge to the solutiom of the linear system.
State without proof a necessary and sufficient conditiorcémvergence. [3+1+3+2 marks]

(b) If Disthe diagonal part oft, L the strictly lower triangular part ol andU the strictly upper triangular
part of A show that iterates which satisfy

2® =(D+U) I -LD+ L) Yo+ (D+U) LD+ L) tuzk=D (1)

can be calculated by theymmetricGauss-Seidel method. Show that the iteratiphis the simple
iteration related to the splitting = M — N with M = (D + L)D~Y(D + U) andN = LD~ 'U.
[5+6 marks]

(c) Deduce a necessary and sufficient condition in termseoéifjenvalues of the matrix
DD+ L) 'L~ UMD +U)™!

for the iteration(1) to be convergent. [5 marks]
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