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Abstract

We construct the massive sine-Gordon measure on the infinite volume R? for 82 <
41 using the variational method for Euclidean quantum field theories introduced by
Barashkov and Gubinelli. Relying directly on the martingale structure of the renormalisa-
tion, the stochastic control problem is understood in terms of a forward-backward system
of stochastic differential equations (FBSDE). The derived a priori estimates show that the
FBSDE converges to a limit as the ultraviolet and the infrared cut-off are removed. For
weak interactions, this limit is unique. As a result, we can construct the infinite volume
sine-Gordon measure as the law of a coupled forward-backward system on R?. Similarly
to previous results relying on the variational method, the estimates also enable a varia-
tional description for the Laplace transform in the infinite volume.
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1. Introduction

1.1 Euclidean Quantum Field Theories

Euclidean quantum field theories are special Borel measures on the space %’(R?) of
Schwarz distributions. These measures can be understood as Gibbs measures on the con-
tinuum and they possess a great multitude of interesting characteristics. Like their dis-
crete counterparts, they experience phase transitions and can arise as invariant measures
of Hamiltonian dynamics and singular stochastic PDEs or scaling limits of discrete models.
Originally, they were studied as Wick-rotations of the physically relevant Minkowski-space
quantum field theories, which also gives them their name. The Wick-rotation comes down
to evaluating quantum fields at an imaginary time to recover the Euclidean metric from
the Minkowski metric on d-dimensional space-time. Euclidean quantum field theories are
then the probability measures for which this transformation can be rigorously reversed.
This idea is formalised by the Osterwalder-Schrader axioms and reconstruction theorem
[53, 54] (or variants thereof). These axioms are conditions on the correlation functions
of the probability measure to ensure that a quantum field theory (QFT; for short) can
be recovered via analytic continuation and vice versa, see [31, Chapter 6] for a general
introduction. For our purposes, we can content ourselves with the informal definition.

Definition. A Euclidean Quantum Field Theory is a probability measure v on &’(R%)
satisfying specific moment estimates in addition to Euclidean invariance and reflection
positivity.

The combination of the three properties above puts serious constraints on the measure
v and the construction of “interesting” (i.e. interacting) quantum field theories poses a
number of problems. Formally at least, a reflection positive measure can be constructed
as a Gibbsian perturbation

exp(=S(p))dy
[ exp(—=S(@))dy

where ¢ : A — R and S is an action functional, taking the form

S(¢)=lf V(<p)+m2f 902+f IVol?,
A A A

for a suitable potential V : R — R. As already indicated by the quotation marks, the
notation in (1.1) is entirely suggestive and only used to convey the general idea: The
problem already begins with the meaning of (1.1) in the absence of a Lebesgue measure
dp in infinite dimensions. To still make sense of the measure v, we observe that for the
quadratic action, i.e. A = 0, the measure u(d¢) = Z~ ! exp(Sgee(¢))dp corresponds to a
Gaussian measure, more precisely to the Gaussian free field. The free field is an example of

a Euclidean QFT as was shown by Nelson [50], albeit a trivial one. However, the free field

“yldp)= 1.1



2 1.1. Euclidean Quantum Field Theories

is well-understood and can also be realised on the infinite-dimensional space of Schwarz
distributions &’(R?). As such, the free field presents itself as a starting point to construct
more general QFTs and replaces the Lebesgue measure as a reference measure.

It is less clear how to proceed with the interaction V(¢) when A # 0. The first problem,
an instance of the ultraviolet problem, arises from the irregularity at small scales. For d >
2, the construction of non-trivial Euclidean quantum fields is a difficult problem already
on a finite volume due to the notorious and old problem of making sense of non-linear
operations on distributions. The free field is only supported on a genuine distribution
space, becoming more irregular as the dimension increases (with logarithmic divergencies
in dimension d = 2, and polynomial divergencies for d > 3). For (1.1), this means that
the value of the field ¢ at a point is not well-defined and we cannot make sense of V()
in a pointwise manner. Initially, we might try to approximate the distribution ¢ with
genuine functions ¢ by introducing a small-scale cut-off. Unfortunately, V(y1) generally
fails to converge to a non-trivial limit and the approximation picks up divergencies as the
cut-off is removed. The standard procedure to save this seemingly hopeless situation is to
combine the regularisation u” of the measure u, with a renormalisation V; of the potential
V. This renormalisation should then lead to a theory which assigns finite values to the
physically observable quantities. Whether this programme of ultraviolet-renormalisation
can be carried out depends not only on the particular potential V but also on the dimension
d. Additionally, applying a regularisation along all spacial directions breaks the reflection
positivity of the measure and an additional argument is usually required to show that the
limiting measure is reflection positive.

On the other end of the spectrum, the large-scale behaviour of the model introduces
the largely unrelated infrared problem: To make the measure (1.1) invariant under trans-
lations, we would need to take A = R?. However, even if we can give a meaning to the
random distribution V;(¢) for a typical sample ¢ ~ u?, we cannot expect any decay in
space and the integral fRz V() does not make sense. Therefore, also the density of the
regularised measure »' is ill-defined at best in infinite volume and the analysis usually
requires an additional cut-off £ : R> — [0, 1] in space and yet another approximation »">¢.

In summary, the first step towards a rigorous analysis of the measure v is the con-
struction of approximate problems on a finite volume whose solutions converge to a well-
defined limit from which we hope to recover the measure v. The objects of interest are
thus the approximate measures

vE(dp) = Epfexp(—A[ EVi(p))u (dy),

and their limit as T — oo, £ — 1 in a suitable sense.

Despite the challenges involved in the construction of QFTs, much progress has been
made and we cannot attempt to cover the literature here but will content ourselves with
a few pointers. The mathematically rigorous construction of Euclidean QFTs of the form
(1.1) dates back at least to the late ’60s with the first constructions of the gog -theory on
a finite volume by Nelson [49], which initially relied on the Markov property. Later on,
the weaker condition of reflection positivity was introduced by Osterwalder Schrader [53,
54]. Over the next two decades, major progress was made ([7-9, 16, 17, 30]) and e.g.
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resulted in a complete construction of the infinite volume gog model with a full verification
of the Osterwalder-Schrader axioms independently by Feldman and Osterwalder [29] and
by Magnen and Sénéor [47] using cluster expansion techniques for small correlations A.
The constructions have since been revisited using various different methods. Thanks to
the pioneering works of Da Prato and Debussche [61] in 2003 and more recent substantial
extensions of their approach, building on ideas from the theory of rough paths, by Hairer
[34] and by Gubinelli, Imkeller and Perkowski [33], the understanding of QFTs and their
connections to singular stochastic PDEs increased rapidly in recent years. As a result,
the field has seen great progress on problems previously well beyond reach and attracted
considerable activity in the last decade. We only want to highlight the variational approach
of Barahskov and Gubinelli [2-5] to study Gibbs measures as introduced (admittedly very
vaguely) above, since this will be the point of view we take for this thesis. More generally,
we refer again to [31] for a general introduction and a detailed treatment of the methods
in the simpler setting of the quartic interaction in two dimensions and to [32] and the
references therein for more recent developments.

1.2 The Variational Method for Euclidean QFTs

The starting point for this variational approach is a formula by Boué and Dupuis [13] for
functionals of Brownian motion. By introducing an additional (fictitious) time parameter
t € R, and a decomposition of the free field W; = f OTQtdBt in terms of a Brownian
motion B,, this formula provides a variational description for the logarithm of the Laplace
transform of the approximate measure v*T of the form

WE’T(g) = _logf e 8(®) vg’T(dgo) = V%’g —V?O, (1.2)

where
T

VS = infE| gWp + @)+ A | EVeWr +L@) 45 | lulZds | @3)
ueA A 2

0
Here, & is a spacial cut-off which ensures convergence of the integral, T is the scale pa-
rameter and I is an operator behaving like (—A + mz)_%, increasing the regularity by 1.
The set of admissible controls A in this case is given by the space of all adapted, square-
integrable stochastic processes. We can identify V§ as the value function of a stochas-
tic control problem whose Hamilton-Jacobi-Bellmann equation is given by the Polchinski
equation for the variance C; of the Gaussian W,,

d 1 1

avt = EACtVt - EHV"z”é- (1.4)
This equation can be understood as a continuous version of Wilson’s renormalisation
group ([63]) and is of particular interest because the (exact) renormalisation of the po-
tential V should satisfy the equation above. First proposed by Polchinski [60], the sys-

tematic use of this continuous point of view had an important influence on the study of
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quantum field theories. We refer to [41] for more historical context and some relatively
recent advances. In general, the direct analysis of (1.4) is difficult as the PDE is not only
nonlinear but also infinite-dimensional. The stochastic control problem derived from the
variational problem (1.3) offers an equivalent formulation and is well understood in the
finite-dimensional setting. Unlike most of the current renormalisation group techniques,
which are in some sense based on an expansion, this approach can capitalise on the spe-
cial structure of the Polchinski equation, or more precisely, the martingale property of
Vr(Wy). As a result, this formulation is quite amenable to tools from stochastic analysis
and enables a more direct study of the underlying QFT from a probabilistic point of view.

Originally, this program was applied to the gog-model (V(¢) = ¢* in a finite volume
[4], and has since proven fruitful in different contexts (see [5] and the references therein).
More recently, the variational approach was also applied to infinite volume QFTs, which
reveals another feature of the method. In the infinite volume, as we stressed earlier,
the main difficulty comes from the integral f g2 Vr(p) being ill-defined. However, the
processes appearing in the stochastic control problem itself do not rely on the integral
fRz Vr(¢) and stay well-defined in infinite volume. This observation is leveraged in [2,
5], where uniform bounds on the optimal control in 2-dimensional Euclidean QFTs are
obtained from stochastic calculus and Euler-Lagrange equations for the optimal control.
We provide some more insight into the general strategy (adapted to our setting) in the
next section.

More generally speaking, this Euler-Lagrange perspective on the variational method
can also be understood as an instance of stochastic quantisation , whereby additional de-
grees of freedom are added to obtain an equation which characterises the measure (1.1):
Once the existence of a minimiser u’ for V; is shown, the variational description reduces
to an equation for the measure »”. This point of view was first introduced using Langevin
dynamics by Parisi and Wu [58], but has by now proven very fruitful with many different
ways to stochastically quantise the target measure (see e.g. [21] for an early review).
Compared to the more direct, Gibbsian interpretation (1.1), where the measure is under-
stood via its density, this perspective is insensitive to the fact that the measures v might
not be absolutely continuous with respect to u. The goal is then to use the quantisa-
tion equation describing the target measure v as a tool to derive properties and uniform
bounds to arrive at a description of the QFT.

1.3 Outline and General Strategy

In this thesis, the 2-dimensional massive sine-Gordon model with 2 < 4 serves as a
test-bed to further explore the tradeoffs of the variational point of view. The sine-Gordon
measure is the measure formally given by

exp(—V:(9)u(dp)
[ exp(—=VE(p)u(dy)’

where £ : R? — [0,1] is a smooth compactly supported spacial cut-off, V¢(¢) =
A f £ cos(B¢) is the interaction, u is the Gaussian free field on R? and &’/(R?) is the

vig(de) = ¢ € &' (R?),
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space of Schwarz distributions. Note that, in contrast to the introduction, we have now
included the spacial integral in the definition of V for notational convenience. The sine-
Gordon model is a classic example of a non-Gaussian Euclidean QFT in two dimensions
and some pointers and references will be provided at end of this section.

Our main goal is to show the following theorem using the stochastic control approach
provided by the Boué-Dupuis formula.

Theorem 1.1. There is a random variable Zoo, € L°°(B,W 1 (R?)) such that
Vsg = Law(Zoo + W)

If A > 0 is sufficiently small, T is unique and the measure vy is non-Gaussian.

We now want to give a rough idea of how we are going to achieve this and mention
some key estimates we obtain along the way. As already mentioned, the standard proce-
dure to obtain the family of approximate measures comprises two components: A smooth
approximation of the Gaussian free field u’ and a renormalisation of the potential Vy.
The renormalisation in the case of the sine-Gordon measure is given by the Wick-ordering
(with respect to the covariance of u!) of the cosine and corresponds to a rescaling by a
(divergent) factor a;.

To transfer the problem to a stochastic control setting, we need a decomposition of
the form

T
Wr :f Q(dB,, ' :=Law(Wr), (1.5)
0

where B is a cylindrical Brownian motion on L?(R?). While this decomposition is also
linked to a scale decomposition, the more important point in the representation is the
fact that we obtain an infinitely divisible decomposition of the Gaussian free field yu =
Law(W,,). This allows us to understand the problem via the Boué-Dupuis formula (1.2)
and (1.3).

Once this decomposition and the variational description for »"*¢ are established, we
can introduce the stochastic control problem

{Xt(u) =p+ fOt Q,u,ds + fot Q,dB;,
Y, 1) = (g + VX7 @) + [ HugllZods — [T Z, 7 (u)dBs,

where we want to minimise Y, 7(u). It is not hard to see that if an optimal control exists,
it must satisfy

u* = —Q E[V(g + V) Xy (W )IF .

On a finite volume, we can verify that there is a unique control satisfying this condition.
Moreover, it follows from the variational description that the law of the optimally con-
trolled process X (for a compactly supported cut-off £) is the approximate sine-Gordon
measure VE’GT. Thus, showing Theorem 1.1 comes down to showing that the optimally
controlled process has a limit as T — 0o, £ — 1. Of course, all trivial bounds on the

control and the optimally controlled process depend on VT5 and degenerate in the limit
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as T — oo and & — 1. In other words, direct a priori estimates for the FBSDE will not
be sufficient. To obtain better bounds, we essentially rely on two simple but important
observations. First, the (optimal) dynamics of the system are captured entirely by

t t
Xor  =¢— [ QY rds+ [, Q.dB,,
VY.r =E[V(g+V)Xpr)IF]

which does not involve the potential VTE () = fi)uaT cos(fp) but only its gradient

VVf (¢p) = =EPAarsin(fy). The latter is well defined also for & = 1 which allows
us to derive bounds that are uniform in the volume. Secondly, the Wick-renormalisations
[sin(W;)] and [cos(Wy)] are martingales. Understanding that the process X is essen-
tially a small perturbation of W motivates the change of variables

Rt,T = vYt,T - VVE(Xt’T),

Using the martingale property of VV,(W,), we see that R is the unique solution to a BSDE

of the form

T T

h&(s, X, 1, Rs.7)ds — f Z.dB,.

t

Rir=VgXrr)+ f

t
Importantly, we will see that the data g,h in the BSDE do no longer dependent on T
explicitly. This, combined with the estimate ||Q,f|l.» S (t) 7} f ||, allows us to derive
bounds on the remainder R that do not depend on T and &. As a direct consequence, we

. . . . t
also obtain uniform estimates on the drift Z, = f o QSZVYSds of X and thus convergence

T.g
SG

Theorem 1.2. The family of random variables {Z7%} £ CL(PR WL (R?)) such that

for v
Law(Wy +Z1°) = ves,
is uniformly bounded in T € [0,00] and & € C° (R2;[0, 1]), or more precisely,

sup||Z™*
ng

|W1,oo < 00

almost surely. Moreover, if A > 0 is sufficiently small, the family {Ig}T’g converges in
L2(BH'({x)™) to a unique limit as T — oo and & — 1.

While the convergence to a unique limit requires A > 0 to be small, the bound on
the norm of IEO remains valid for any A and still guarantees tightness and consequently
convergence along suitable subsequences. Moreover, as Z! is bounded uniformly in
L°° (P, W1°), this shows that any accumulation point of vé’GT has Gaussian Tails.

On a finite volume and for 32 < 4, the sine-Gordon measure is absolutely continuous
with respect to the free field, and the Gibbsian representation (1.1) makes sense. However,
this property is lost for 32 > 41 or once the volume cut-off is removed. As a result, on the
infinite volume, alternative descriptions gain significance. For functions g whose gradient
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is small outside a compact set, the bounds also allow us to derive a variational description
for the Laplace transform on the infinite volume (c.f. Theorem 4.52), which we state
below.

Theorem 1.3. Assume that A > 0 is sufficiently small and let n > 2. For a functional
g € CHH™°((x)™) N CA(L*((x)™)) with sup,er2r2)IVE(@)Il2((xymy < 00, we have the
following variational description for the Laplace transform

W(g) = lim lim WH'(g)= inf J'(),
with the cost functional
TV = E[g(X oo (@4 1)) + Voo Koo (T + 1)) = Voo (X0 () + E(T, V)] .
Here, W5 (g) is defined as in (1.2) and X o (1) := I oo (1) + Wy, is the shifted free field. Moreover
* U is an adapted stochastic process which does not depend on g, v,
* [ is a linear functional, which increases regularity by 1 and does not depend on g,
* £ is a quadratic functional, also independent of g, and

° I S 2
A(g) contains the adapted controls v such that Efo ||v5||L2((x>n)ds < Cy,-

Even though the approach sketched above very much follows the ideas in [2] and [5],
we provide a different interpretation of the control problem in terms of BSDEs. This per-
spective further emphasises the stochastic analysis point of view and makes very explicit
use of the martingale structure of the renormalisation. As a consequence, even with esti-
mates that are quite elementary as far as the theory of BSDEs is concerned, we can obtain
the results in [2]. While the estimates are then applied to derive e.g. the variational rep-
resentation, the main contribution is the use of the a priori bounds on the BSDE for R to
control the weak limit. The preprint [2] illustrates further applications of the estimates,
including a full verification of the Osterwalder-Schrader axioms and a large deviation prin-
ciple. As the approach we take here seems to simplify the estimates, it seems tractable to
extend the results also to the second threshold 32 < 67 or beyond.

Finally, we want to make some remarks on the technical limitations in the approach
taken here and provide some references for the sine-Gordon model. The estimates rely
heavily on the bound 32 < 4 which implies that the renormalisation given by the Wick-
orderd cosine converges in H~*9((x)~¢) for £ sufficiently large and in turn also that
Voo (Weo + 150 (1)) is a well-defined distribution via the dual pairing of the Sobolev spaces
H' and H™!. Additionally, we use the explicit bounds on the renormalisation constant
which also relies on the restriction on the parameter 2 to (0,4n). The above problems
are an expression of the fact that the parameter 32 plays an essential role in the small-scale
behaviour (i.e. the limit of T — o0): Knowing that the correlations of the free field are
logarithmic, we expect that “cos fW = R exp(iW)” has polynomial correlations, whose
degree depends on f3. In this way, the parameter 8 influences the severity of the diver-
gencies and plays a similar role as the dimension for the polynomial cpg'-model. As B2
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passes the thresholds 87(1 — %), n=1,2,..., the partition function picks up additional
divergencies which require additional renormalisation until the theory is no longer renor-
malisable for > 8. For a detailed discussion of the influence of 2, we refer to [7, 43,
51]. At least on a finite volume (i.e. the Torus T2), the convergence of the approximate
measures v! — v for the optimal regime 2 < 87, was achieved by various different
approaches (e.g. [7, 17, 24, 25]). Additional references and context on the sine-Gordon
model can e.g. be found in [6] or [43].

It would be interesting to also extend the approach taken here also to the next thresh-
old 32 < 67 or even the optimal regime 32 < 8. Finally, to pass to the infinite volume
R2, we rely on the positive mass m > 0 to obtain the required decay in space. In the
future, it might also be interesting to try and refine this approach to cover the formally
massless sine-Gordon model (that is the limit m — 0).

Structure

In Chapter 2 and Chapter 3, we give a brief introduction to stochastic control and how
stochastic control problems can be studied via forward-backwards stochastic differential
equations (FBSDE, for short). Many proofs are omitted but some instructive proofs are
provided in detail even if the standard results contain only minor modifications to the
Hilbert space setting. While we do not claim originality, we present some additional ex-
amples and context to prepare for the applications in the next chapter.

In Chapter 4, we return to the sine-Gordon EQFT. The first goal is to obtain the decom-
position of the free field and thus the approximate measures ngg in Section 4.1. We then
draw the connection to the stochastic control problem and BSDEs in Section 4.2. By relax-
ing the variational problem, we show the existence of a minimiser and derive a coupled
system for the optimally controlled process X, and the value function V; in Section 4.3.
Using the martingale property of the Wick-ordered cosine, we derive uniform a priori es-
timates in Section 4.4. These estimates are applied in Section 4.5 to show convergence in
T and &. Along the lines of [2], we apply our estimates to derive a variational description
for the Laplace transform on the infinite volume and show that the limiting measure is
non-trivial in Section 4.6 and Section 4.7. We also include some initial estimates beyond
the 32 < 4 threshold.

The Appendix A and Appendix B contain some definitions and results on Besov spaces
and some elementary properties of Gaussian measures.

Notation

The Lebesgue measure of a set A C R? will be denoted by |A|. Since we will be concerned

with the infinite volume model, we also have to introduce some weighted spaces. Let
1

(x) := (1+]x*)? and p;(x) := (x)¢. Forw e L}

ioc> We define the weighted space LP(w(x))
with the norm

”u“%f’(w(x)) = J up(X)Wp(X)dx.
R2
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The weighted Sobolev spaces W*P(w(x)) and H*(w(x)) for s € R are defined analogously.
We will also use the Besov spaces B;,w for which we provide the required background and
notation in the Appendix.

Integration over the variable x € R? is usually left implicit, i.e. for a function f €
L'(RY) we write fRd f= f ga f (x)dx as long as no ambiguities arise. Given a measure u
and f € L'(u), we may also use the common shorthand u(f) := f fdu.

For real and separable Hilbert spaces J, H, K, we denote by C*(K; H) the space of all
continuous maps F : H — K which are k-times continuously Fréchet differentiable. We
write VF : K — L(K,H) and HessF : K — L(K,L(K,H)) for the first and second-order
Fréchet derivatives respectively to reserve the symbol D for the Malliavin derivative. For
H = R, we identify VF(k) with k € K with the unique element in K provided by the
Riesz representation theorem. Likewise, the second derivative Hess F (k) is understood as
a self-adjoint linear operator K — K. The space of Hilbert-Schmidt operators from K — H,
equipped with the Hilbert-Schmidt norm ||z||%2 = Try(zz*) will be denoted by £,(K, H).
For f : J xH — K,(x,y) — f(x,y), we may also use the notation J, f (respectively
d,) to denote the Fréchet derivative of f with respect to the first (respectively second)
component. Given elements x;, x, of a generic Hilbert space H, we denote their inner
product by (x1, x,), and the induced norm by |x;|* := (x1, x; ), where we leave the Hilbert
space implicit to avoid additional clutter as long as no ambiguities arise.

The process B will always denote a cylindrical Brownian motion on a separable Hilbert
space and unless specifically indicated otherwise, all considerations are with respect to the
augmentation of the filtration {F,};>, generated by B.






2. Background on BSDEs

Backward stochastic differential equations (BSDE, for short) are well-suited to study
stochastic control problems and have been studied extensively for finite-dimensional con-
trol problems. First introduced in 1973 by Bismut [10, 11] in the context of stochastic
optimal control, well-posedness for a broader class of SDEs with a terminal condition was
only shown by Pardoux and Peng in 1990 [56] which initiated the systematic study of
these equations. Motivated by the fruitful applications and connections to mathematical
finance and stochastic control theory, the theory progressed at a rapid pace in the 1990s
and has since seen widespread applications.

In this chapter, we give a (very incomplete) overview of the theory and recall some
basic properties and definitions for BSDESs, their connection to Hamilton-Jacobi-Bellman
equations, and stochastic control. The material in this chapter is very standard in the
literature and we refer to the survey articles [27, 55] and the book [65] for the theory
of BSDEs. For a more general perspective on stochastic control, we refer to [64] for the
classical theory and to [28] for an adaptation to the infinite-dimensional case. As a general
reference for stochastic calculus on Hilbert spaces, we refer to [20, 45].

2.1 Motivation

SDEs with a terminal condition

To motivate the need for a dedicated theory for SDEs with a terminal condition, we can
look at a simple example. Given a Brownian motion B on a probability space (£2, F, P) with
its natural filtration, consider the differential equation on [0, T ] with a terminal condition

dY,=0, 0<t<T,
YT:£'

If £ is deterministic, the unique solution is of course given by the constant function Y, = &.
For a general random variable & € Fr, this is still the only possible candidate for a solution.
However, we usually require a solution to an SDE to be adapted. If we want to keep
adaptedness for the SDE with a terminal condition, then a sensible adaptation of the
solution is given by the square-integrable martingale Y, = E[&|F;]. By the martingale
representation theorem, there exists a unique square-integrable, adapted process Z such
that

t
Yt == Yo +J ZSdBS'
0
This leads to the following reformulation of the SDE with a terminal condition

{dYt = Z,dB,,
Yr =¢,

T
or equivalently Y, =¢& —f Z.dB,.
t

11
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Notice that a solution now consists of a pair (Y, Z) of adapted processes. It is thanks to
the additional martingale part Z that we can find adapted solutions to stochastic terminal
value problems. Allowing for more generality in the differential equation, we arrive at
the following problem formulation for terminal value problems: Given a generator f, a
terminal time T and a terminal condition &, we look for a pair (Y, X) of adapted processes
such that

T T
Yt=§+f f(s,n,Zs)ds—f ZdB,, 0<t<T.
t t

Non-uniqueness without square-integrability

We may be concerned to lose uniqueness because we are now looking for two processes
(Y, Z) as a solution to the differential equation. Indeed, without requiring the processes
to be square-integrable, we cannot expect uniqueness. This can already be observed in
this simplest example for (f,£) = (0,0). Then, the unique square-integrable solution
is given by (Y,Z) = (0,0). Clearly, this is also the solution provided by the martingale
representation theorem as we have seen in the example above. However, as k(t,x) =

X2 . A
‘/%6_7 solves the heat equation, It6’s formula shows that

T
k(T —t,B,) = —J 3.k(T —s, B,)dB,.
t

In the class of square-integrable processes, the martingale representation theorem guar-
antees uniqueness in this simple case. It is a well-known fact that for Lipschitz BSDEs
square-integrability still provides uniqueness (c.f. Theorem 2.2).

2.2 Adapted Solutions to SDEs with a Terminal Condition

Let K,H be two real and separable Hilbert spaces. For a cylindrical Brownian motion
{B;; t = 0} on K, we denote by {F,} the augmentation of the filtration generated by B.
For Hilbert spaces H, H’, we recall the notation £,(H, H’) for the space of Hilbert-Schmidt
operators from H — #’, equipped with the Hilbert-Schmidt norm ||z||? := ||z||i2(H,H,) =
Try(22*). Given 6 € R, p > 0, a terminal time T € (0,00] and an adapted process
p:Qx[0,T]—> H,let

o LP(Fi;H) = LP(Q, F;, P;H) be the space of all F,-measurable random variables
Q — H with finite p-th moments,

. ||cp||§ = EfOT eft |<pt|idt, and ]HIZT’Q(H) the space of all adapted processes ¢ such
that [|¢[|3 < oo,

° ||<p||12qle :=E4/ fOT eft Icptlidt, and H;’Q(H) the space of all adapted processes ¢
T,

such that [|¢[lg ) < 00,
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° ||<,0||H<Tx(>9 = E[supte[o’ﬂ Igotlg_l] and H7%(#) the space of all adapted processes ¢
such that ||<P||H;j°9(71) < 00.

We may also write ]I-]I(Z>o o(H) = Hf) (H) and omit the subscript 6 for 8 = 0. With this
notation, we can associate to any process Z € ]HIZT(ﬁz(K ,H)) a H-valued stochastic integral

t
f ZdB;; O0<t<T,
0

and for any orthonormal basis e; of K, the sequence {Z?zl fot Ze;(e;, dBg)}nen approxi-
mates the integral in L?(P; H). The particular choice of filtration means that we will also
have access to the martingale representation theorem Theorem 2.4. Given a generator
f:QxR"xH x L,(K,H) — H, a terminal time T > 0 and a terminal condition & € F,
we are interested in studying adapted solutions to

T T
Y, = §+J f(s,Ys,Zs)ds—J Z.dB. 2.1)
t t

Definition 2.1. A solution to (2.1) is a pair (Y, Z) of adapted processes such that
e t—Y, is continuous,
e 7 € L,(K,H) with fOT||ZS||2ds < 0o almost surely, and,
e the equation (2.1) holds almost surely.

As discussed earlier, we can in general not expect uniqueness without asking for ad-
ditional integrability. Thus, we will always assume that the terminal condition is square-
integrable, that is £ € L2(Fr;H). For our purposes, it is sufficient to consider generators
f such that f(:,0,0) € ]I-]I%(H ) and which are uniformly Lipschitz in y,z; more precisely,
there is a constant L > 0 such that d P ® dt-almost surely,

If (e, t,¥1,21) = f (e, t,¥2,22)| < L(ly1 — Yol + 21 — 221D).

We will also call such a pair (f,&) standard parameters. There are now many results
with weaker assumptions on the generator to account for typical applications (e.g. only
assuming continuity and linear growth [44], allowing for quadratic growth in Z initiated
in [40], assuming stochastic Lipschitz conditions [26]). While BSDEs arising in the context
of stochastic control usually have quadratic growth in Z, we are only concerned with the
simplest quadratic special case and thus only present the classical setting of Lipschitz
generators.
We recall the result and its proof in the Hilbert space setting here.

Theorem 2.2 (Pardoux-Peng 1990). Given standard parameters (f,&), there is a unique
solution (Y, Z) € H2(H) x H2(Ly(K, H)).
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A simple and direct proof can be given using a priori estimates, which are also useful
beyond this setting, and a fixed point argument. We first state some preliminary lemmata
and standard tools from stochastic calculus which also allow us to fix some notation.

Lemma 2.3 (Itd’s formula). Let {X,;0 < t < T} be a H-valued semimartingale satisfying

t t
Xt=X0+J Fsds+J Z.dB,
0 0

for some F € H2(H) and Z € H2(L,(K, H)). Then, for any ¥ € C*(H;J) and t €[0,T],

t
1 ("
VU(X,)Z,dB, + f fi(Hess U (X,))Z,ds.
0

t t

V(X,)F,ds + f
0

(X)) =¥(Xo) +f

0
Here, we use the notation

o0
#(©)Z := Z@(Zki,zki),
i=1

where {k;}; an orthonormal basis for B. In particular, for K = H and J = R, we have

t t t

1
(V¥(X,), Z,dB,) + 5 f Tr(Z,Z! Hess ¥(X;))ds.
0

(V¥(X,),F,)ds +J

0

U(X,) = W(X,) + f

0

Proof. See [19, Theorem 3.8 and Corollary 3.34]. O

Theorem 2.4 (Martingale Representation Theorem). For & € L2(Fy; H), there is a unique
Z e H2(Ly(K, H)) such that

T
E=E[&] +f Z,dB,.
0
Proof. Verbatim from finite-dimensional version, c.f. [39, Theorem 3.4.2] O

Theorem 2.5 (Burkholder-Davis-Gundy). Let M be a H-valued cadlag local martingale
with My = 0. For any p € [1, 00), there are universal constants ¢,, ¢, such that

P P
¢ E(M);? < E[sgp IMIP]1< ¢, E(M)?,

where (M), denotes the quadratic variation of M.
Proof. See e.g. [48] for a proof with constants independent of the dimension. O

Lemma 2.6. For ¢ € ]I-]IlT(LiZ(K,H)), the process M = {fot ¢ dB,, t € [0,T]} is a martin-
gale.
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Proof. Since P( f OTllcptHZdt < 00) =1, the process M is a local martingale. Moreover, by
the Burkholder-Davis-Gundy inequality,

1
T 2
E[sup|M,|] < cE (J IISOSIIZdS) < oo.
t<T 0
Then, we may conclude by dominated convergence applied to a localising sequence
{MTH/\tJneN}- O

Lemma 2.7. Suppose (Y, Z) is a solution to (2.1) with standard parameters (f,&). Then
sup,<7|lY;|l € L?(Fr; H) and the process {fot(Ys,stBs), 0 <t < T} is a martingale.

Proof. By Jensen’s inequality and the Lipschitz continuity of f,

T 2
E U |f(s,Ys,Zs)|ds) < TL*(IYII2+11ZII3) + 2Tl (-,0,0)||2 < oo.
0

For the stochastic integral, by Itd’s isometry and the Burkholder-Davis-Gundy inequality

T
J Z.dB,

t

T 2]
f Z.dB,

0

T
SCEJ 1Z]|?ds < oo.
0

2

E | sup

t<T

2
<2E +2E | sup

t<T

t
f Z,dB,
0

Since
T

sup |Y,| < [&] +J If (s, Y, Z)| ds + sup
t<T 0

>

T
J Z,dB,
t

and £ € L?(Fr; H) by assumption, we conclude E[sup,<r Y,]*] < oo.
Finally, the stochastic integral is a martingale as

T 3 1 T 3
E U IYSIZIIZSIIZdS) SE[suplYtlz] EU ||ZS||2ds] < oo,
0 t<T 0

which implies the claim by Lemma 2.6. O

t<T

Remark 2.8. In the same way, we can show finite p-th moments for any p > 2 assuming
the data (f, &) has finite p-th moments.
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We are now ready to derive the a priori bounds and Theorem 2.2.

Proposition 2.9. For i € {0,1}, let (Y',Z") be a square-integrable solution to (2.1) with
standard parameters (f', E) respectively and suppose that L is a Lipschitz constant for f*.
We introduce the notation for the spread between the two solutions

(6Y,,62):=(Y}=Y2 2} —Z%) and &,f, := f'(t,Y?, Z2)— f2(t, Y2, Z2).
Then,

(i) for any (A, u, 0) such that u > 0, A2 > K and 6 > K(2 + A2) + u?, it follows that

1
I6Y (15 < T |e®TE[I6Y P1+ —[152117 |,
u2

2

162115 <

1
orT 2 2
< =g [R5 13 .

(ii) there is a constant C > 0 such that

T

|52ft|2dt].

t<T

T
E[sup|5Yt|2 +f ||5Zf||ds] < CE[ 16Y,|? +J
0 0
Proof. For for any t <s < T, the difference (8Y, 6 Z) satisfies the SDE
5Y, = 5Y, —J (FnYr,zH)—f2(r, Y2, 23)dr +J 5Z.dB,.
t t

Note that in the above we use the forward version of the equation so that we may apply
It6’s formula in the usual way for this first proof without worrying about sign changes. In
this way, we obtain after integrating from t to T,

T
T |5Y,|? —eft|6Y, |2 =J % (015Y,|* + 1|Z,11?) ds 2.2)

t

T
-2 f (57, f1(s, v}, Z1) — £2(s, Y2, Z2))ds
t
T
+2f e%(5Y,,Z.dB;).
t

Thanks to the Lipschitz continuity we have for any A, u > 0,

2(8Y,, f1(s, Y1, ZH) — f2(s, Y2, Z2))
<2L|8Y|* + 2L [SY| |1 Z]| + 2|5 Y;| 5,f]
<2L[8Y,|* + L (A2 [8Y|* + A2 Z %) + u? 18V |* + u™2 |5, f] -



Chapter 2. Background on BSDEs 17

Gathering terms, this implies

T
T |5V, Seet|5Yt|2+(L(2+A2)+u2—9)J e |5Y,|*ds (2.3)
t

L—Az T T
+—3 J695||5Zs||2ds+u_1J % |6,f.)%ds
t t

T
+ 2J e%(5Y,,62Z,dB,).
t
(i) By Lemma 2.7, the stochastic integral in (2.2) is a martingale. For t = 0, rearranging

(2.3) and taking expectation yields the estiamte on ||5Z||, provided A2 > L. To
obtain the estimate on ||§Y |2, we choose 8 > L(2 + A?) + u? to obtain

E[e* (5, P] <E[e" [5¥; ] +u 15,f113-
Then, the claim follows after integrating fromt =0tot =T.

(ii) By the Burkholder-Davis-Gundy inequality, in the same way as in the proof of
Lemma 2.7,

t<T

T
1
E|:supJ (6Ys,525st):| < —E[sup|5Yt|2] +4c||Z||§.
¢ 4 Le<r

Thus, taking the supremum and expectation in (2.3), we obtain for A2 = 2L, u =1
and 6 =0,

E|:Sup|5YT|2:| <E|6Y;I> +1182f 115+ C (I8Y I + 16Z115)

t<T

1
+ §E|:sup|6YT|2]

t<T

By the equivalence of the norms ||-||g on the compact time interval, we know from
(1), that for some C > 0,

I8Y15+ 116215 < CEI&Yr|* + (1521 [13.
Since all quantities are finite due to Lemma 2.7, the claim follows.
O

In practice, for non-standard parameters, one may often try to follow the general idea
of this proof for a given BSDE to obtain estimates on the solution. In the Lipschitz case,
choosing the parameter 6 appropriately, we can employ a fixed point argument to directly
conclude global existence and uniqueness for the BSDE and prove Theorem 2.2.
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Proof of Theorem 2.2. We will construct a contraction
& : H2(H) x H2(Ly(K, H)) - HA(H) x H2(Ly(K, H)),

such that a pair (Y, Z) solves (2.1) if and only if it is a fixed point of ®. By the equivalence
of the norms ||-||g on [0, T], this proves Theorem 2.2.

For a pair (y,z) € ]HI%(H) X H%(LZZ(K,H)), define the martingale M, = E[ +
fon(s,ys,zs)dslft]. In the same way as before, we see that M, € L2(F,,H). Hence,
by the martingale representation theorem there is a continuous version M, of the martin-
gale M, and a unique Z € ]HIZT(EZ(H )) such that

T
M, =M, +J Z.dB,.
0
Let Y, =M, — fotf(s,ys,zs)ds. Then, Y € ]HI%(H) and

t t
Yt=M0—f f(s,ys,zs)ds+f Z,dB,.
0 0

After rearranging, this yields (2.1). Thus, the map ® is well-defined and a pair (Y, Z) €
]HI%(H) X ]HIZT(EZ(K,H)) is a solution to (2.1) if and only if it is a fixed point of ®.

To see that & is a contraction in ||-||g for 6 large enough, consider (y',z") € HZ(H) x
]HIZT(LZ(K,H)) and define (Y!,Z') = ®(y',z!) for i = 1, 2. Using the notation from Proposi-
tion 2.9, the functions f’ do not depend on Y?, Z! and the terminal values &', £2 coincide.
Applying the aforementioned theorem, we have with L = 0 and u? = 6 sufficiently large,

2L%(1+T)

18Y1I5 + 1162115 < S yIIG +1182115) < 15y 113 + 152115,

where L is a Lipschitz constant for f. O

Remark 2.10. As is to be expected from the contraction argument, the proof gives a con-
struction of the solution by a Picard iteration, inductively defining

(¥°,2° =(0,0)
vy =g+ [T £, Y0, 2M)ds— [ zDdB, n>1.

Because the convergence is even geometric, the sequence converges not only in the semi-
martingale norm but also almost surely by the Borel-Cantelli lemma.

Remark 2.11. Instead of introducing the discounted norms ||-||g, we could have also fol-
lowed a local approach to construct a solution to the BSDE. Note how (ii) in Proposi-
tion 2.9 implies that there is a 6 > 0, depending only on the generator f, such that
the map ® we constructed above is a contraction on ]HI%(H ) x H%(LZ(K,H )) whenever
T < 6. To extend the result to arbitrary time intervals [0, T], consider a partition
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0=ty <ty <...<ty=Twitht,—t,4; <6. Set Y =Y, = & and inductively
define (Y, Z) as the unique solution to the BSDE on [¢,, t,_;]

th1
Y, =Y, +J f(s,Y,, Z,)ds +J Z,dB. (2.4)
t

t

By construction, the pair (Y, Z) is a solution to the BSDE with data (f, £). Moreover, any
other solution (Y, Z) solves (2.4) the time intervals [t,, t,_; ] and by the uniqueness on the
time intervals [t,, t,_; ], we see that the solution must be unique. We should emphasise
that the independence of the stepsize & from the terminal condition is indispensable for
this approach: Without it, the step size could deteriorate ( i.e. Zrio t,—thy1 < 00) and
the solution cannot be extended to the entire time interval. For coupled forward-backward
systems, the stepsize will usually not be independent of the terminal condition which may
prevent the argument to cover the entire time interval [0, T] (see also Remark 4.34).

2.3 Linear BSDEs and a Comparison Theorem

For linear BSDEs, a variation of constants type argument provides a more explicit formula
for the continuous component of the BSDE.

Proposition 2.12. Let (8,y) be a bounded R x K-valued process. For ¢ € ]HIZT(R) and
& € L?(Fr;R), the linear BSDE

T

T
Yt :€+J ((Ps+ﬂsYs+<Ys’Zs))d3_J <Zs’st>:

has a unique solution (Y, Z) and Y, admits the representation

T
Y, :E[r;,g+J I’ pds }‘t], (2.5)
t

where

S S
I'=1 +f B.T.du +f I''{y,,dB,).
t t

In particular, if £ and ¢ are nonnegative, so is Y. If in addition Y, = 0, then for any t, also
Y, = 0 almost surely, & = 0 almost surely and ¢, = 0 dP ® dt-almost surely.

Proof. Since the coefficients are bounded, the linear generator of the backward equation
is Lipschitz. As ¢ € ]HI%(H ) and & € L%(Fy; H), there is a unique solution (Y, Z) by Theo-
rem 2.2.

Applying It¢’s formula to I Y,

d(FStY:s) = Fst(_(ps _ﬁSYS - (YS’ZS))dS + FstY:s(ﬁsds + (Ys: st)) + Fst (Ys’Zs>d5
= _(psrstds + Fst (Zs + Yrs, st)'
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Integrating from O to T,

T T
FTfYT—FfYtz—f Lpsttds+J T'(Z; + Y,y;,dB;).
t

t

By standard moment estimates for SDEs (see also Proposition 2.22) and the bounded-
ness of the coefficients, we have E[sup, |I‘St |2] < 00. Since the solution (Y, Z) is square-
integrable, Holder’s inequality implies I (Z; + Y;y;) € ]I-]IlT(K ) and by Lemma 2.6, the
stochastic integral is a martingale. Using I''Y, =Y, and Y; = &, we obtain the claim after
conditioning on F;.

For the second part, let us note that

S 1 S
I; =exp{f (/3M+5|Yul2)du+f (Yu,dBlJ},
t t

is almost surely positive. If Y, = 0, then the representation (2.5) implies & = 0 almost
surely and ¢, = 0 dP ® dt- almost surely and consequently also Y, = 0 almost surely. [J

A simple, yet powerful consequence of this representation is the following comparison
theorem. For a real-valued BSDE, it amounts to a monotonicity of the solution Y with
respect to the data (f,&). The theorem is a key component for the weak formulation
of stochastic control problems, and monotone approximation is an essential tool in the
theory for real-valued BSDEs (see e.g. [40, 44] for two prominent examples).

Theorem 2.13. Fori=1,2, let (f!,£Y), be real-valued standard parameters and denote the
solution to the associated BSDE by (Y',Z"). If

o £1 > £2 glmost surely,
o fl(t, Ytz,th) —f2(t, YtZ,th) > 0 holds dP ® dt-almost surely,

then for any time t, we have Yt1 > Ytz. Moreover; the comparison is strict: Whenever P(E! >
£2) >0, or f1(t,Y2,Z2) > f2(t,Y2,Z2) on a set of positive dP ® dt- measure, it follows
that Yy > Y2.

Proof. Essentially, we only need to apply the representation for linear BSDEs to the dif-
ference Y! —Y2. Let {k,} be an orthonormal basis for K and define

n oo
Z" =22 k) + > (2 k).
i=1 i=n+1

Since
fl(t> Ytl’Ztl)_fZ(t’YtQ’ th)
=fl(t, v}, z)—f1(t,Y>,2))
oo
—i —(i+1)
+ D FUGYRZ) - FULYEZ )+ U YR 2D — £, YR Z2),
i=0
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we see that (6Y,52) := (Y —Y?,Z! — Z?) satisfies the linear BSDE

T

T
oY, =0¢& +J @s +B;0Y; +(y,Z)ds —f (6Z,,dBy),
t t

where
E=¢1-¢82,
=fUe, Y2 Z) - f2(t, Y2, Z2),
ﬂ — (f (t: t)Z ) f (t: t’Z ))(5Yt)_ lféyt#oy
‘ 0 otherwise,
k) (f (LYRZ)—fAOYRZTNEZL kDT (620 k) 0,
Te otherwise.

Now, f is Lipschitz and thus the coefficients of the linear BSDE are bounded. Furthermore,
by the integrability of f, also ¢ € H? 7(R). By assumption 6& > 0 and ¢ > 0 dP®d t-almost
surely, and hence Proposition 2.12 concludes O

Remark 2.14. For forward SDEs, similar comparison theorems are only available under
much stronger assumptions and require for example that the diffusion coefficients coincide
(see e.g. the classical result by Ikeda and Watanabe [36] or Chapter 5 of [39]). BSDEs of
course owe this property to their close connection to control problems.

If the terminal condition is not just F-measurable, the solution can reach the terminal
condition also before the terminal time T.

Proposition 2.15. Let (Y, Z) be the solution to (2.1) with standard parameters (f, &) and
let T be a stopping time with P(t < T) = 1. If § is F,-measurable and 1>, f(t,y,z) =0,
then also (Y,Z) = (&,0) on {t > t}. Thus, the stopped solution (Y*,Z") = (Yops, Li<z Z;)
is the unique solution to the BSDE with the random terminal time t

T

=&+ | f(s,Y,Z )ds—f Z7dB;. (2.6)

tAT

Proof. By the assumption that f vanishes on {t > 7},

T
Y, = g—f Z,dB;.
T

The stochastic integral is a martingale and conditioning on ¥ yields the desired claim
for Y as Y, = E[§|F,y.] = &. To see that Z vanishes on {t > 7}, apply It0’s formula on

[T, T] to obtain
|YT|2=|£|Z—2J (Y;, Z,dB;) J 11Z,]1%ds.
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The stochastic integral is again a martingale and upon rearranging and conditioning on
F., we see E[fTT||Zs||2ds|fT] = 0. Hence, also EfTTIIZsllzds =0and Z =0on {t <7}
Then, inserting (Y*, Z") back into the BSDE, we see that (2.6) is satified on [0, 7]. Finally,
uniqueness follows since any solution to (2.6) also solves (2.1). O

Remark 2.16. Conversely, this also amounts to a ‘flow’-property for BSDEs: If (Y, Z) is the
unique solution to (2.1) with standard data (f, &), then for any stopping time T < T, the
pair (Y, Z) is a solution to the BSDE on [0, ) with data (f, Y,). The Lipschitz assumption
is only to ensure the existence of a unique solution. If this is established under weaker
assumptions, then this flow property also follows immediately.

With this observation, we can extend the solution (Y, Z) to (2.1) on [0, T ] to the entire
time interval [0, 00) by extending the generator and the solution

f(tyxay) = 0: and (Ytzzt) = (E,O) for t 2 T,

without introducing any ambiguities. From now on, we will implicitly understand that all
solutions are continued in this manner.

Remark 2.17. We will interpret Proposition 2.15 as the definition for BSDEs with a
(bounded) random terminal time. It is also possible to weaken the assumption that T < T
almost surely to consider more general BSDEs with unbounded random terminal times,
see e.g. [22].

2.3.1 Continuity and Dependence upon Parameters

Let (f%, &%) er be a family of standard parameters and denote the solutions to the associ-
ated BSDEs by (Y4, Z%). Assuming that the data (¢, £?) is continuous or differentiable in
a with respect to the semi-martingale norms, the a priori estimates Proposition 2.9 sug-
gest that also (Y%, Z%) should depend continuously on or even be differentiable in a € R.
We assume that

(H1) The Lipschitz constant of f can be chosen independent of a, that is thereisa L > 0
such that dt ® dP-almost surely

If4(t, y1,21) — ft, y2,2) S L(ly1 — Yol + 21 —22]1) Va€R,

(H2) themapR — H%(H)XLZ(]-"T), aw— (f% &E%)is continuous in the sense that £41 — £%2
in L2(Fy) as a; — a, and

lim [|f (e, Y2, Z2) = F (¢, Y2, Z)llo — O,

a;—das

(H3) f is two times continuously differentiable with bounded derivatives in y and 2,

(H4) the maps in (H2) are also differentiable in a with derivatives which we denote by
9,f% and 9,&°.
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Proposition 2.18. (i) Under (H1) and (H2), the solution map a — (Y%, Z%) is continu-
ous as amap R — H%(H) X H%(CZ(K,H)).

(i) If the parameters also satisfy (H3) and (H4), then a — (Y%,Z%) as in (1) is also differ-
entiable in a and the derivatives (V Y%,V ,Z%) satisfy the linear BSDE

T
VY= V,E0 —f V,Z4dB,

t

T
+ J (0,f(a,t, Y, Z)VY + 8, (a,t, Y, ZOVZE + B, f (a, £, Y2, Z8)) dt.
t

Proof. The first claim is a direct consequence of the stability Proposition 2.9 (ii). For the
second claim, we refer to [26, Proposition 2.4], using the same method as in the proof of
Theorem 2.13. O

Remark 2.19. If the parameters satisfy the conditions also for the norm on HZ° in y, then
the claims of course also hold in this norm. The condition (H3) is more restrictive than
necessary, but satisfied for our particular case. Moreover, the same result stays true if we
replace a € R with a more general complete metric space.

2.4 Forward-Backward SDEs

In this section, we consider the important special case where the randomness in the gen-
erator is induced by an It6 diffusion process. These equations arise naturally in stochastic
control problems. In the finite-dimensional case, their connection to the Hamilton-Jacobi-
Bellman equation of the stochastic control problem has been studied extensively.

Let again J, H, K be real and separable Hilbert spaces. For a forward SDE with deter-
ministic coefficients b : [0, T]xJ xHxK —»Jand 0 :[0,T]xJ xH xK — L,(K,J), on
[t, T] and a forward SDE,

S S
X0 =x+f Lis<ry b(r,Xﬁ”‘,Yf’x’Zf’x)d”J L<ry o (n X5, Y,7%, Z,%)dB, (2.7
t

t

we consider the BSDE

T T
Lo f(n X025,V 5, Z0%)dr + f zbdw,, (2.8)

S

vir =g(X9’x)+f

N

where g : J - Hand f : [0,T] xJ x H x K — H are continuous. The system (2.7,
2.8) is also called a forward-backward SDE (FBSDE, for short). If the coefficients of the
forward equation b, do not depend on the backward equation we call the system de-
coupled. Otherwise, we say that the system is coupled. We will generally omit the su-
perscript t,x if t = 0 and no ambiguities arise. For simplicity, we will assume that for
some L > 0, the coefficients b, o, f and g are uniformly Lipschitz in x, y,z and that the
norms of b(-,0),c0(-,0),f(:,0),g(0) are bounded uniformly by L. This will guarantee a
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uniform Lipschitz condition for all coefficients as well as linear growth. As a shorthand,
we introduce the notation ©%* ;= (X5, Y& Z6X),

We stress that, in contrast to the generic BSDE we considered earlier, the generator f
and the terminal condition g(X ;’X) depend on Q only as a function of X. If X is a Markov
process, (e.g. if the coefficients b and o depend only on (r, x)), these equations are called
‘Markovian’.

Some remarks on coupled FBSDEs.

Coupled FBSDEs arise naturally from stochastic control problems, as a necessary condition
for the optimal control (e.g. via a stochastic maximum principle) and are thus particularly
important in applications. In general, results for FBSDEs often make use of connections
with stochastic control and are often relatively one-dimensional [46]. If the FBSDE is cou-
pled, sufficient conditions for the existence of a solution are no longer as straightforward
and are usually quite ad-hoc. Indeed, since we prescribe the initial as well as the termi-
nal condition of the system, the expectation of the FBSDE must satisfy a boundary value
problem. While the difficulty of existence is thus not entirely due to the stochastic nature
of the equations, the randomness does still introduce additional problems. The following
two simple examples illustrate this point.

Example 2.20. We consider the one dimensional (K = H =J = R) FBSDE

{Xt = fOtY;dS,

Y, =X+ [ X, dt— [ Z,dB.

Upon taking expectations, we see that (x, y) := (E[X ], E[Y]) satisfies the ODE

[x(t)]_[o 1][x(t)]
y®)| [-1 o]|ly(®)]

As the solutions to this equation are of the form A, cos(t)+ A, sin(t), choosing T =+ %
implies that there are no solutions for x(0) # 0, and infintely many if x(0) = 0.

Even where a solution to the BVP for the expectation exists, it is not guaranteed that
(unique) adapted solutions to the FBSDE exist.

Example 2.21. For £ € L?(Fy), consider the one-dimensional FBSDE,

t
{Xt = [, Z,dB;,
T
Y, =X;+&— [, ZdB,.

. .. - T .
If (X,Y,Z) is a solution, it statisfies Yy = X + & — fo Z,dB, = &, and unless & is deter-
ministic, this implies that Y cannot be adapted. On the other hand, if & is deterministic,
we are free to choose any Z € ]HI%(]R) and letting (X,,Y;) = (fot Z,dB,, X, + &) the triple
(X,Y,Z) defines a solution. Hence, even in this simple case, there is either no solution or
infinitely many solutions to the FBSDE.
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2.4.1 Decoupled FBSDEs

We now assume that the forward equation (2.7) does not depend on the backward equa-
tion (2.8), that is

b(s,x,y,2) = b(s,x) 0(s,x,y,2) = &(s,x).

In this case, thanks to standard moment estimates for the solutions to SDEs, well-
posedness is immediate from Theorem 2.2. We recall them here without proof. The
Burkholder-Davis-Gundy inequalities extend the same estimates also to E |X,|P for p > 2
provided the coefficients are sufficiently integrable themselves.

Proposition 2.22. For x,x’ €J, 0 < t’ < t < T, the solution to the forward equation (2.7)
statisfies the moment estimates

E[ sup |Xst’x\2] <c(1+|x]?,

t<s<T

XX x b 2} < C(|x—x’|2 +(1+xP)[e=¢).

E|: sup
t<s<T
Corollary 2.23. For any (x,t) € [0,T] x J, the FBSDE (2.7, 2.8) has a unique square-
integrable solution.

Proof. Since all coefficients are Lipschitz and grow at most linearly, the existence of a
solution to (2.7) follows from a standard fixed-point iteration. Thanks to the moment
estimates Proposition 2.22 on the solution X** and the linear growth assumptions on f
and g,

T
E|:|g(X;’x)|2+f |£ (s, x5%,0,0)|" ds | < oo.
0

Adaptedness follows from the adaptedness of X. In other words, the parameters for (2.8)
are standard parameters and Theorem 2.2 concludes. O

Under the assumptions on the coefficients f, g in the backward equation, the estimates
in Proposition 2.22 also transfer to the solution of the backward equation. We omit the
straightforward proof.

Lemma 2.24. For x,x’ € J, and 0 < t’ < t < T, the following moment bounds apply for
the solution the the backward equation

T
E[ sup |st’x|2+f ||Zst’x||2ds] <c(1+IxP),
t

t<s<T

t,x _ vt x
Yoo -y

2 T i
E[ sup +J |Ztx — 2zt IIZdS] < CA+IxP)(|x —x| =t =]
t<s<T ¢
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2.4.2 The Markov property

In the Markovian setting, the measurability of the coefficients transfers to the solution of
the backward component.

Proposition 2.25. There is a continuous deterministic function u : [0, T]xJ — H such that
the solution to (2.7-2.8) satisfies for any s > t up to indistingushability, Y** = u(s,X>").

Proof. We only sketch the argument and omit (the mostly technical) details. We fix the
initial time t and we consider the FBSDE (2.7-2.8) with a random initial condition x,
independent of B. Denote by {F,}, the augmentation of the filtration generated by x and
B —B;. Thanks to the Markov property of the Brownian motion, the restarted Brownian
motion Bg,, — B, is again a Brownian motion in the filtration {F;-,} independent of F,.
The standard results for SDEs imply that there is a solution to the forward equation

S S
Xi=x +J b(r+t,Xx5) +J o(r+t,X)d(Bsn —By).
0 0

But as {F;};>0 C {F}s»0 V 0(x), the uniqueness for (2.1) implies X' , = X**. Conse-
quently, X ¥ is {F,},>-adapted.

In the same way, we can solve the backward equation with respect to the filtra-
tion {F;},>o which by uniqueness again implies that the solution (Y *,Z%%) is {F,},=0-
adapted. In particular, Ytt’x is almost surely o(x)-measurable. Thus, the Doob-Dynkin
Lemma implies that for each time t there is a Borel-measurable function x — u(t, x) such
that Y5 = u(t, x).

The uniqueness for the equation (2.7) and a factorisation lemma implies that X**
sastisfies the Markov- or flow-property

XX — Xt’,Xf,’X

b

for all t < t’. Since the solution Y** is unique, we conclude that almost surely
Xy — XD _ yptx
u(s,X;*)=Y =Y.

Lemma 2.24 and u(t,x) = Yf’x now also imply that u is jointly continuous in (t, x). So far
we have seen that the processes Yst’x and u(s, X ;’x) coincide up to modification. But both
processes are continuous and we can conclude they must already be indistinguishable. [J

Remark 2.26. The argument only relies on the facts that the time shifted coefficients
b(r +t,0,,.),0(r +t,0,,,),f(r +t,0,,,) are adapted to {F,},>, and that there is a
unique solution to the FBSDE, but not explicitly on the assumption that b, o are indepen-
dent of y,z. If existence and uniqueness are established under weaker conditions, then
Proposition 2.25 follows verbatim.

Remark 2.27. If x is deterministic, the above implies that the same is true for Ytt’x. Hence,
we can extend the solution on [t, T] to [0, T] by defining

XY, 20%) = (x,7,7,0), s<rt,
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without losing adaptedness. From now on, we will always assume this extension implicitly.
With this convention, the moment estimates in Lemma 2.24 also extend to [0, T].

Remark 2.28. In the same way, we can argue that there is a function v such that
Z5¥ = v(s,X5). This connection is more naturally understood in relation to PDEs and
stochastic control. Note, however, that the moment estimates for the martingale part Z
in Lemma 2.24 are not sufficient to conclude continuity for v.

2.4.3 Relation to semilinear parabolic PDEs

Denote by
1
<f=(b,Vf)+ ETr(ao*Hessf),

the infinitesimal generator of the diffusion X and suppose that u is a classical solution to

{9tu+zu+f(t,x,u,vu0)=0’ (2.9)

u(T,x) = g(x),

with polynomial growth in space. We want to stress that the nonlinearity is not in the
most general form: f can depend only on Vuo and not Vu directly. Then it follows from
It6’s formula that

(Y, Z5*) = (uls, X5, (0" Vu)(s, X ")),

is the unique square-integrable solution to the BSDE (2.8). In particular, the following
generalisation of the Feynman-Kac formula holds

T
u(t,x)=Y"*=E [g(X;’x) +f f(s, @;’x)ds:| )

We want to point out that the decoupled FBSDE (2.7, 2.8) has a solution under fairly
mild regularity assumptions on the coefficients. The same is not true for the PDE (2.9), at
least if we are looking for classical solutions. Relaxing the notion of solutions to (2.9), we
may hope to recover also the reverse connection, that is identify Yf’x as a solution to (2.9)
in a suitable sense. In finite dimension, the relation of u and the PDE (2.9) is well-studied
and we mostly refer to [55] and the references therein for the classical finite-dimensional
theory. Under fairly general assumptions, u(t, x) := Y,"* is the unique viscosity solution to
(2.9), which was already explored in the pioneering work of Pardoux and Peng [57]. The
major drawback is that viscosity solutions are not differentiable, and thus the process Z
(corresponding to the control) cannot be identified as (Vuo)(t,X). To get better control
on the martingale part, we therefore often rely on stronger regularity conditions on the
coefficients which may also imply that Ytt’x solves (2.9) in a stronger sense. We provide
some results in this direction in the next section. Generalising the relation with viscosity
solutions to infinite dimensions introduces complications in the choice of the test functions
and is not straightforward. We refer to [15] and the references therein for adaptations to
the infinite-dimensional setting.
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2.4.4 Regularity

As a result of the stability of SDEs and BSDEs, if the coefficients are in addition
also continuously Fréchet-differentiable and sufficiently integrable, the solution @%* =
(x5, YyH*, Z5%) is not just continuous in t, x but also differentiable. For simplicity, we as-
sume that the coefficients and their derivatives are uniformly bounded by some constant
L. This condition is far from necessary and can for example be relaxed without additional
technical complications to requiring finite 4"-moments, see e.g. [27].

Proposition 2.29. Assume that the coefficients b, o and f are twice continuously differen-
tiable in x, y,z with bounded derivatives. Then, for each t > 0,

J = HP(J) x H® (H) x HE(Lo(K, H)); x = (X0F, Y0¥, Z5%),
is differentiable in x and the derivative (VX, VY,V Z)satisfies the FBSDE

VXS =1+ [7 .6 (r,X,)VX ¥dr + [} 8,0(r,X*)VX*dB,
VYO = 0, g (XKL + [ F(r, VXY, VY, vZzE)dr — [ vZErdB,,

where F(s, X, ¥5,2;) = 0, f (5,05™)x; + 0, f (5,0,%) y;s + 3, f (5,07 )z,

Proof. We only have to check that the assumptions of Proposition 2.18 (ii) are satisfied.
Under the assumptions on the coefficients b and o, the map x — X"~ is differentiable.
This can be seen from a priori estimates for SDEs (see e.g. [65, Theorem 3.2.2]) in the
same way as in Proposition 2.18 and VX' satisfies the forward equation as required.
From this, we also see that VX has moments of any order by Proposition 2.22. Therefore,
using the boundedness of J, f, the map in the hypothesis (H4) is differentiable with

d
Ef(S:Xst’x, y.wzs) = axf(s:Xst’xa ys’zs)vxst’x-

In the same way, we see that g(X ;’x) is differentiable in x with

d
78X = g (X )VXT
The condition (H3) is satisfied by assumption and we can conclude by Proposition 2.18.

O

Remark 2.30. We know from Proposition 2.25 that Yst”‘ = u(s,X s[”‘ ). Additionally, we
have just seen that under suitable assumptions on the coefficients, the map x — Y is
differentiable (in the sense of Proposition 2.18). Under these assumptions Proposition 5.3
from [27] implies that there is a version of the Malliavin derivative such that Z; = D;Y."*.
Thus, by the chain rule ([52, Proposition 2.4] or [42]),

Z; = DY ¥ = Vu(s, X" )DX " = (Vuo)(s,X%).

This relation can also be established under weaker assumptions (See e.g. [57] in the
Markovian case, and [27] for a generalisation).



Chapter 2. Background on BSDEs 29

2.5 Generalised BSDEs

Motivated by control problems, we consider a generalisation of the BSDEs on a probability
space with a filtration that is not necessarily generated by a Brownian motion. To obtain
the existence of a minimiser, it may be useful to relax the variational problem to obtain the
required compactness and continuity. In this setting, the underlying filtration is no longer
generated by the Brownian motion and we are therefore interested in studying BSDEs with
respect to a general right-continuous, complete filtration F,. Of course, this implies that
we do not have access to the Brownian martingale representation theorem. Fortunately,
we still have the following more general version of the martingale representation theorem.

Lemma 2.31. If L2(Fy) is a separable Hilbert space, there is a at most countable sequence
of square-integrable and pairwise orthogonal {F,}-martingales {M"} such that for any & €
L2?(Fy) there are are predictable processes {Z"} satisfying

oo T
EZJ 1Z2Pd (M), < oo,
n=0J0

and

E[E|7,]=E[£]+ ), f ZLdM.
n=0J0

Proof. See e.g. [23] or [18, Theorem 2.1]. O

This suggests that we should consider the following formulation for the generalised
BSDE

T T T
Yt=€+f f(s,YS,Zs)ds—f zsst—f dM,. (2.10)
t t t

Here, Y is an H-valued adapted cadlag process, Z is predictable and £,(K,H)-valued.
Finally, M is an H-valued local cadlag-martingale starting in O orthogonal to the Brownian
motion, that is (M,B), = 0. Under the same assumptions on the parameters as in the
setting with a Brownian filtration, existence and uniqueness follow from a fixed point
argument. In contrast to the estimates for (2.1), we now have to rely on martingale
inequalities instead of It6’s formula. Consequently, we cannot introduce the discounted
norms ||-||g and we first obtain existence only for small terminal times T. This solution
can then be extended to the entire time interval [0, T] for any finite T > 0. The point of
this section is thus the following theorem.

Theorem 2.32. For standard parameters (f,&), there is a unique pair (Y,Z) € H7°(H) x
H%(EZ(K ,H)) and a unique orthogonal martingale M such that (2.10) holds for (Y,Z,M).

Lemma 2.33. Fori=1,2, let (f!, £") be standard parameters, and suppose that (Y, Z!, M')
are solutions to (2.10) (in the sense of Theorem 2.32). Denote the spread between the two
solutions by (6Y,6Z,6M) and define 6,f = fl(t,Ytz,th) —fz(t,Ytz,th). IfT >0is
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sufficiently small, there is a positive constant C > 0 such that
T
E [SUP 167, [ +J 16Z|1ds + (5M>T] < CE[|6Y7* 1+ TI16.f1I3.
t 0

Proof. We note that the norm on (Y, Z, M) is exactly the classical semimartingale-norm
and that we can therefore directly apply the semimartingale inequalities (see e.g. [59,
Lemma 2.2]), to obtain

E[sup|5Yt|2} < CE[|5YT|2 +J
t

0

T

|5fs|2d5],

where as before 5f := f!(t, Ytl,Ztl) — f2(t, Ytz, th). Estimating the difference in f as in
the proof of Proposition 2.9, this implies the claim for Y. The full statement follows in
exactly the same way as before with the Burkholder-Davis-Gundy inequality applied to
the martingale fo Z,dB; + fo dM;. O

Proof of Theorem 2.32. Fix (y,z) € H°(H) x H%(ﬁz (K,H)). Similarly to the proof of The-
orem 2.2, we define Y, as the cadlag-version of the semimartingale E[ £ +ftT f(s,¥,2,)|F]
and (Z,M) by the orthogonal decomposition from Lemma 2.31 for the martingale
E[& + f OT f (s, ¥s,2,)ds|F;] with respect to the Brownian motion B, so that

7|

Rearranging the above we see that then (Y, Z, M) satisfies the BSDE (2.10) with generator
fGy.,2).

Letting (f2,£2) = (0,0), the estimate in Lemma 2.33 shows that then (Y,Z) €
HZ°(H) x ]HIZT(.CZ(K,H)). In other words, ® maps the space HZ°(H) x ]HI%(EZ(K,H)) into
itself.

For (y',2') asabove andi = 1,2, let (Y', Z', M") be the associated solutions. Applying
Lemma 2.33 to this situation and keeping in mind that the terminal conditions coincide,
we have thanks to the Lipschitz continuity of f,

T T T
E[sup|5Yt|2+f ||6Zs||2ds]§CTE[J |5yt|2dt+J ||5zs||2ds].
t 0 0 0

For T < 1 this means

t T
Yo +f Z;dB; + M; = E[é +f f(5,¥5%)
0 0

T T
E|:sup|5Yt|2+J ||5ZS||2ds]SCTE|:sup|5yt|2+J ||5zS||2ds],
t 0 t 0

and & is a contraction for T < % =: 6. Then, there is a unique fixed point (Y, Z) of  and
defining M as before via the orthogonal decomposition given by Lemma 2.31, we see that
(Y,Z,M) is the unique (square-integrable) solution on [0, T].
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To extend the solution to arbitrary time intervals, we follow the idea sketched in Re-
mark 2.11: Choose a partition 0 = ty < ty_; < --- < tyg = T of [0, T] with mesh size
t, —ths1 < 6 and define (Y, Z, M) on [t,, t,_; ] as the unique solution to

th—1 th—1 th—1
Yv.=Y, + J f(s, Y, Z)ds —J ZdB; —J dM;,
t t t

and the claim follows. O

Remark 2.34. The results Proposition 2.18 and Proposition 2.29 transfer verbatim also to
the generalised setting thanks to the a priori bounds in Lemma 2.33.






3. Stochastic Optimal Control

We want to briefly cover some relevant aspects of stochastic control theory, focusing
mainly on the direct connection to BSDEs, while also providing a verification theorem
without proof. The BSDE interpretation roughly follows [26] and for a more general per-
spective, we again refer to [64] and [28].

As before, we assume that the Hilbert spaces H,J,K are real and separable and that
the control space I1 is a Banach space. For a fixed terminal time T € [0, o], define the
set of admissible controls

A:=AT :={u:[t,T] x Q — Il is adapted}.

In general, we can of course impose additional constraints on the set of admissible controls
such as square-integrability. We usually leave the dependence of A on t, T implicit to
simplify the notation. Consider a family of stochastic differential equations parameterised
byue AT,

N N

b(r,Xf’x,ur)dr+J o(r,X>*)dB,, (3.1)

t

X =x+ J

t
where we assume that b, o satisfy conditions to ensure well-posedness for every admis-
sible control u € A. If X**(u) is the solution to (3.1) for a given control u € A, we call
(u, X (u)) an admissible pair. Notice that the SDE is not in the most general form since the
diffusion does not depend on the control u € A.

We seek to minimise the (undiscounted) cost functional

T

J5*(u) =E [g(X%x(u)) + J £(s, X" (w), us)dS} ,

t
where g and £ are appropriate real-valued functionals called the terminal cost and the run-
ning cost of the stochastic control problem respectively. The value function of the stochastic
control problem is defined as

Lx . 3 f t,x
) Zn L}IelAJ (u).

Writing the problem in terms of BSDEs, this means we consider the controlled forward-
backward system

{X;”‘(u) =x+ [, b(r X[ (), u)dr + [ o(r, X[ (W)dB, (3.2)

Vi) = g(XF @) + [ € X0 ), u)dr — [ 20 (w)dB,,

with V&* = inf, Y," (u).

Remark 3.1. Typical cost functions £ arising in applications are often quadratic in the
control u (the simplest case being (s, x,a) = £(a) = ||a||?). This usually implies that the
optimal BSDE associated with the control problem is also quadratic in Z, and consequently

33
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does not satisfy the conditions of Theorem 2.2. Fortunately, the backward component Y
is only one-dimensional, which means we have access to the comparison principle. This
fact was first leveraged in [40], to derive well-posedness for an important class of BSDEs
with quadratic growth in Z. If Y is not scalar, some results exist but their scopes are rather
specialized and the conditions under which they apply generally remain contrived.

3.1 Verification and the HJB equation

From the relation with PDEs, we can often identify a possible candidate for the optimal
(feedback) control. Verification theorems can be used to verify that this candidate is in-
deed optimal. As this will not be our primary tool, we only give a verification theorem
that is applicable in the situation we will be interested in later on in Chapter 4.

The Hamilton-Jacobi-Bellman equation (HJB, for short) associated to this stochastic
control problem (3.2), is

o.v(t,x)+inf, . H(t,x,Vv,H u)=0
{tv( x)+inf,cg H(t,x, Vv,Hessv,u) (3.3)

v(T, x) = g(X7),

where 1
H(t,x,p,Z,u):= ETr((aa*)(t,x)Z) +(p, b(t, x,u)) +£(t,x,u),

is the (current-value) Hamiltonian. If we can solve (3.3), we have access to the following
verification theorem.

Theorem 3.2 (Verification). Suppose that v is a classical solution to (3.3) and let (u*,X*)
be an admissible pair. If for almost every s € [t, T]

u; € argmin,er H(s, X, Vv(s,X;,Hessv(s,X")),a), P-almost surely, (3.9
then v(t,x) = V" and (u*,X*) is optimal for (3.2).
Proof. See e.g. [28, Theorem 2.36]. O

Remark 3.3. If V satisfies the Hamilton-Jacobi-Bellman equation, then the condition (3.4)
is also necessary (see e.g. [28, Corollary 2.37]). The assumption that v be a classical
solution to (3.3) can be relaxed significantly.

3.2 A Weak Formulation

If we cannot or do not want to rely on the verification, it is often helpful to relax the vari-
ational problem to guarantee the existence of minimisers. In many applications, it can
be shown that the value functions coincide. Once the existence of a minimiser is estab-
lished for the relaxed problem, in special cases, the weak optimal control also gives rise
to an optimal strong solution. In this section, we give the general construction of a weak
formulation for stochastic control problems, which is in full analogy to weak solutions in
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the theory of SDEs. The argument will rely heavily on the fact that there is no diffusion
control, i.e. that o(t,x,a) = o(t,x) for any a € II.

Suppose there is a 6 satisfying b(t, x,a) = o(t,x)0(t, x, a), for all a € II. and consider
the (uncontrolled) process

t
Xi=¢ +J o(s,X;)dB;,
0

We assume that 6/ := 6(t,X,,u,) can be chosen such that for any a € A, the associated
Doléans-Dade exponential

t
Mgzepr (6, dB) f |9|d)

is a martingale, which enables the Girsanov theorem (see e.g. [20, Theorem 10.14] for our
setting). For an admissible control a € A, we can then define the equivalent martingale
measures

dP* = MYdP.

t . . . .
Under P", the process B = B, —fo 6,'ds, is a Brownian motion by Girsanov’s theorem
and thanks to the equivalence of the measures P* and P, we have P“-almost surely

t t
X, =<p+J b(s,XS,us)ds—FJ o(s,X;)dB;.
0 0

The weak control problem then becomes

T
VW= in};JW(u) where J¥ (1) = EP" [g(XT) +J f(t,Xt,ut)dt] ,
ac
0

and if A contains only processes adapted to the filtration generated by X, we have V¥ < V.
While the control problems look similar, they are conceptually quite different: In the
strong formulation, the underlying Brownian motion is fixed and we control the paths of
X. In contrast, the weak formulation fixes the paths X and we control the distribution
PY*. We would like to apply the martingale representation theorem (with respect to the
P“-Brownian motion B"), to obtain the backward equation

T T
Y'=gXr)+ f(s,X,,uy)ds —J Z!dB;, P"-almost surely,
t t
so that J(u) = Y. However, X7 &FE and in general the inclusion F£' ¢ F2 is strict. This
implies that we cannot directly apply the martingale representation theorem but require
an additional approximation step, which we note in the following lemma.

Lemma 3.4. If M is a true martingale, then for any & € L2(Fy,PY) there is a unique
]—"f -adapted process Z such that

T T
g:EP“[§]+J Z.dBY, EP“J 1Z,]1?dt < oo.
0 0
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Proof. Since we were not able to locate a reference with a complete proof, we provide it
here for the sake of completeness. We instead show that the BSDE

T
Y, =¢ —J Z.dB/,
t

has a {F,}-adapted solution, which implies the claim directly. A formal computation using
It6’s formula and the definition of the shifted Brownian motion B" yields using dM;' =
M;6/'dB,,

T T

o o
M, GS“YSdBS—J M? z,dB

t

T
MUY = MEE — J orMP z.ds — f
t

t

T
= M;g—f M (01, + Z,)dB.
t

Thus, we want to show that the BSDE for (Y,,Z,) = (MtguYt,Mfu(GS”Ys + Z,)) with the
Fr-measurable terminal condition E=M +& has a solution and then recover the solution

(Y, Z) to the original equation. Note that £ need not be in L%(Fr,P).
Bounded terminal condition. Let & € L2(Fy;P“) be bounded and introduce the se-
quence of stopping times

Th :=inf{tZO:Mt9u >n}AT.

Since Mf: E[E|F; ]€ LZ(J-"TH,P), there is a unique pair (Y",Z") such that

Tn

o _
Y, =M% B[] F, ] - f Z.dB,,

t

where we understand the BSDE with a (bounded) random terminal time (as defined in
Proposition 2.15). Passing to the measure P" and the P“-Brownian motion B%, we define

Y= (M Y s 28 = (M) THZ] = 01Y ) gz, ().

tAT, tAT,?
The same computation as before then shows that

T
Y =E[E|F, ] —J Z"dBY.

t

By assumption, 7, — o0 and thus E[£|F; ] — & P-almost surely and by equivalence also
P“-almost surely. Thanks to the boundedness, the convergence also holds in L2(P%) by
dominated convergence and we can use the stability Proposition 2.9 to conclude

E |:sup |Yt" —thlz +J
t

0

T
Iz} —Z;“||2dt] — 0.



Chapter 3. Stochastic Optimal Control 37

This means the limit of the Cauchy sequence is the desired pair (Y, Z).

General terminal condition. The general case follows by approximation with &, =
(—n)VEAnN. As |E,| < & € L2(Fr,PY) and &, — & P“-almost surely, dominated conver-
gence implies EF'[|&, — £|*]— 0 as n — oo. If (Y",Z") are the solutions to the BSDEs
with the bounded terminal conditions &, constructed in the first step, the same argument
shows that (Y", Z") is Cauchy and with the limit satisfying the desired BSDE and measur-
ability. O

Returning to the original P-Brownian motion B, again using the equivalence of P* and
P,

T T
V' =gXr)+ J f(s,X5,ug) +Z10(s, X5, ug)ds — J Z!'dB;, P-almost surely.
t

t

Define the Hamiltonians
H*(s,x,%) := inf H(s, x,2,a) := inf f(s,x,a) +26(s, x,a),
acll acll

and the optimally controlled weak formulation for the BSDE

T T

H*(s,X,,Z;)ds —f ZdB;.

t

Yt* = g(XT)+f

t

Proposition 3.5. Let M?" be a true martingale for every u € A. If the BSDEs with parame-
ters (g,H) and (g, H™*) have unique solutions, then

Y=V,

Proof. By the comparison theorem (c.f. Theorem 2.13) we have Y* < Y for any u € A.
Note that the comparison theorem may be used in this context since the terminal values
g(X) are fixed and independent of the control a. This is not the case for the strong
formulation, where both the generator and the terminal condition need to be optimised
simultaneously.

For the remaining inequality, let € > 0. By the definition of the Hamiltonians, there is
a Borel measurable function I¢, such that

H(t,x,z,I(t,x,2)) < H*(t,x,2) +¢.

The a priori estimates (Proposition 2.9) and straightforward computation show that for
uf = I(¢, x,2), the difference satisfies Y —Y* < Te. As this holds for any € > 0 we
conclude Y =V". O

Remark 3.6. Suppose there is a control u* = I*(t,X,, Z,) such that

H*(t,x,2z)=H(t,x,z,u*).



38 3.3. Relating the Weak and Strong Formulation

Then by uniqueness Y* = Y. In this case, given a solution and an optimal control u* in
the weak formulation, we can return to the original problem and ask whether the control
is also optimal in the strong formulation. Roughly speaking, the difference between the
strong and weak formulation comes down to the difference between strong and weak
solutions to SDEs: For an optimal feedback control in the weak formulation u*(X.), the
SDE

t t
Xi=¢ +J b(s, X, u;(X))ds + f o(s,X,)dB;,
0 0

in general does not admit a strong solution: The control u* need not even be continuous
in (s, x). The weak formulation is therefore much more likely to have a minimiser than
the strong formulation even if the value functions may often coincide.

Remark 3.7. In general, Lawpa (u”, BY") # Lawp(u", B) and thus J(u") # J"(u"). But if
we suppose that u” € A is F?"-adapted, then there is a function v(B%) = u" and conse-
quently J(v(B")) = J"(u). In the same way, if the a control v* for the strong formulation
happens to be FX"'-adapted, there is a v such that J*(v(B)) = J(«°). Combined, if u*
and u" are optimal for the strong and weak formulation respectively and they satisfy the
measurability properties above,

y=p".

3.3 Relating the Weak and Strong Formulation

We want to understand the relation between the weak and strong value function more
directly without relying on the Hamilton-Jacobi-Bellman equation. As indicated in Re-
mark 3.7, this comes down to finding representations of the controls as functions of the
Brownian motion on the path space.

For this section only, we introduce some additional conventions. We assume for sim-
plicity that the Brownian motion B is the canonical process B,(«w) = w, on the canonical
probability space (C([0, T];K), {F;},P). Let us also introduce the translations

(W) = w, —J ug(w)ds,
0

by a stochastic process u on this probability space. Using these definitions, we see that
B"=1,(B) and P o 7;1 =P.

Definition 3.8. We say a stochastic process u € A is simple if there is an increasing se-
quence {0 =t; <t; <...<ty =T} and bounded random variables {£}; such that

N
() = Eo(@) Lo(t) + D (@) Ie, e, ,1(0).

j=1

We denote the class of simple processes in .A by Ag.
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With this notation, we introduce the value functions

V= inf J(u); VY = inf J"(u).
u€Ag

u€Ag

As Ag C A, we also have V >V and V" > V". We will assume that the SDE

t t
X’i=90+f b(s,X;ﬂu)+f o(s,X,)dW,,
0 0

has a unique strong solution for u € A,. For now, let us take note that for simple controls,
the value functions of the strong and weak formulation coincide.

Lemma 3.9. V = V™.

Proof. We only show V¥ < V. The other direction follows in the same way. Suppose that
u € Ag can be written as

N
(@) = Eo(@) Loy () + D &;(@0) U, r;,,1(8),

j=1

where we used the same notation as in Definition 3.8. We will show that there is a control
il € A such that
Lawp(u, B) = Lawpa(ii, BY). (3.5)

By the uniqueness of the solution toNthe SDE (2.7), this implies J"(ii) = J(u) and conse-
quently VW < V. To show (3.5), let £, = &, and define recursively

J
€j+1(w) =&j1(w) —Z Ei(w)(t; —ti1).
i=1

Then, & jé]-'tj and we can introduce the simple process

j
() = Eo(@) Ly (t) + D Ei(@) L, () = u(Tg(e)),
i=1

Thus, denoting again Bf‘ =B, — fot i ds,

PYBleU,ieV)

= P'({w| T3(w) € U; u(ty(w)) € V})
= Pi({w|w € 771 (U); u(w) € 77 (V)})
=P({BeU;ueV}),

for Borel measurable sets U ¢ C([0,T];K) and V c L?([0, T];K). But this proves (3.5)
and hence the claim. O
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Finally, we would like to remove the restriction to simple functions and show that
the value functions of the weak and strong formulation coincide. This of course requires
appropriate continuity assumptions on the cost functional J. In the strong formulation,
this continuity is usually a simple consequence of the continuity of f and g and the density
of the simple processes. Indeed, in our special case this is the content of Lemma 4.21.
The situation in the weak formulation is more subtle and requires additional technical
assumptions to make the approximation rigorous. As we will only require the lower bound
later, this is not our concern. We state an approximation result for future reference.

Lemma 3.10. If X is a bounded and adapted process, then there is a sequence {X"}, ey Of
simple processes such that

T
lim f xr—x,[*dt =o.
0

n— oo

Proof. See e.g. [39, Lemma 3.2.4]. O



4. A Stochastic Control Problem for the
Sine-Gordon Model

We are now ready to return to the main object of interest for this thesis, which is concerned
with the construction of the sine-Gordon model on R2. As a first step, we have to construct
a family of approximate measures

e V(@' (dy)
T [ exp(—Vi(eDuT ()

where T € [0, 00) is a small-scale cut-off, £ : R?> — [0, 1] is a smooth spacial cut-off and

Vf = f Eay cos(fBp) is the renormalisation of V corresponding to the regularisation u”
of the free field.

4.1 Decomposing the Free Field

The objective in this section is the construction of a convenient decomposition of the free
field and, in turn, a renormalisation of the potential V which ensures a non-trivial limit.
We also collect some technical estimates on the covariance of the regularised free field.
For some additional background and references on Gaussian measures, we refer to the
appendix.

4.1.1 The heat kernel decomposition

Given two independent Gaussian random variables with covariance C;,C,, the stability of
the Gaussian distribution means that their sum is a Gaussian measure on %’(R?) with
covariance C = C; + C,. In other words, a (discrete) decomposition of a Gaussian can
be obtained by simply decomposing its variance C as a sum of covariances. In complete
analogy, a (continuous) decomposition of a covariance operator C = fooo C.dt in terms
of positive semi-definite operators C,, yields a decomposition of the Gaussian random
variable with covariance C as the Wiener integral f Ooo \/C_t dB, thanks to It&’s formula and
Lemma B.6.

Thus, the decomposition (1.5) comes down to suitably decomposing the covariance
(—A + m?)7! of the free field. We will use a heat-kernel decomposition of the form

(—A+m?) 1= f
0

mainly because this decomposition plays nicely with exponentially weighted L?-spaces

oo

2 . 1 _—A+m2 %
Qidt with Q,:= t—ze t ,

41
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(see Lemma 4.6). By the considerations above, we would like to define the process

T
WT = f QSdBS’ (4'1)
0

as an approximation to the free field.
Proposition 4.1. For any T < oo, the random variables W are Gaussian with covariance
fOT Qszds and Wy € L?(p,) almost surely. Moreover, the sequence {Wy; T € [0,00)} con-

verges in L%(P, H_‘S(p,g)) to Weo ~ U. Here, u denotes the Gaussian free field, that is the
centred Gaussian measure on &’(R?) with covariance (—A + m?)™".

Proof. As the exponential of self-adjoint operators, the operators Q, defined in this way
are again self-adjoint and positive. Furthermore, since the kernel k, is continuous we can
compute the trace on L? by integrating over the diagonal

, B 2
||Qt ”L:Z(LZ(pé)) = TI'LZ(P[) (L Qs ds)

=f dsf doxk,(x, x){x) =2
0 Jr2

= f k,(0,0)ds f (x)2tdx
0 R2
<C(log(tVv1)+1)< oo,

t

provided £ > %. Therefore, the stochastic integral (4.1) is well-defined and the process
{Wr}rso induces Gaussian measure on L%(p,) with covariance

—A+m?
t

t
C, = f Q?dt =(=A+m?)te”
0
It remains to check the convergence in H~®(p,). To this end, note that by It&’s formula,

o
El[Wr = Weollf 5, = J 1R -5 o,y -
T

Hence, the claim will follow once we compute the trace of Qf on H~%(p,). Using the
relation between the inner products on H® and L?

(2 &)mep = (A + DI, (A +1)Eg) 12,
we compute for f € H*(p,)

(—A+1)3Q3(—A+1)3f(x)
(lE2—m2)

=7 (P + e ST 2 ()

_ d& 9 5l (—|5\2t—m2) i(y—x,8)
_ ijdyf(y)( fRZ G+ D e e )
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where Z(f) = f denotes the Fourier transform of f. In other words, the integral kernel
of Q on H¥(p,) is given by

- _—\az—mz iy—x
Kt(x,y)=fm o )d(|§| )t T el g

Since K, is continuous in x, y, the trace is again computed as the integral over the diagonal
and

o
2
f Qs Iz, atxp 4

T

f dtf dx{x)"2"K,(0,0)
—| 4 (&2 | dtl e ax 2
= 6(2 ¥ 3 " e x{x

1 (&2 + 1)5 P f
= d - d
JRZ S eme O )| dxix

Now,
1 241y
NGRSV
re (21)% [E]+m
| ‘2 m2
if and only if s < 1 — % = 0. Finally, (1 —e~ o ) is bounded and converges to O as
T — oo. Dominated convergence then concludes the argument. O

Remark 4.2. The same computation also shows that the Gaussian free ﬁeld can be realised
as the canonical random variable on the Sobolev space H*({x)~¢) with s < 254 4 and ¢ > & 5

By the considerations above, the random variables {W;, T € [0, oo)} are genuine
functions and we can define the measures u’ := Law(W;) as a smooth approximation to
the free field.

4.1.2 Estimates on the Kernel

In this section, we collect some useful technical estimates and properties of the heat kernel
decomposition.

To derive explicit estimates for p # 2, the following representation of Q, will be help-
ful.

Lemma 4.3. The integral kernel k% of Q, and k% of Q% on L*(R?) are given by
2 1 w2
kEZ)(X, y)i= ka(x,y) = Z_e—fe—Ztlx—yP,
T

and . )
ke(x,y) == k% (x, y) = —e T e i,
4t
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In particular, k, is constant on the diagonal x = y and, for a constant C,, depending on the
mass, k.(0,0) < C,(t)"! and

t
1
f k,(0,0)ds < —1log(t V1) +C.
0 4

Proof. This is an immediate consequence of the fact that e® corresponds to the heat
kernel on L?(RY), defined by

N PV P
Kt(X,}’)=W€ by s

and the definition of Q,. O

Lemma 4.4. For any ¢,

1Qcf llz2¢op) < C{EO T If lz2gop> and IQcf llpee < (€)7HIf oo
In particular, Q, is a bounded operator L%(p;) — L2(py).
Proof. As
IR f e gl g =
r2 27

the L°° bound is a direct consequence of Young’s inequality

_ @) _u®
Qe f oo = llk;? s fllpeo = Ik * M 1111 f |l oo -

To show the L2-bound, we compute for any f € &(R?) (so that also Q,f € #(R?))
from Parseval’s identity and the fact that p, € &'(R?),

IQcSf 120 = (2ﬂ)2||97(mQtf)||L2

2
= @rPIF (o) % 1 expl(— +'5'

(275)2

—)F ()2

- f Z(o0)(k— g)e—wz(f)(&)dalug

< (f> HF (o) * F(F)ll 12
= C{t) M If llz2(oy)-

The claim now follows from the density of &(IR?) in L2(p,). O

Lemma 4.5.

T o0
2
||J0 Q,u, drllHl( oS CJO ||ut||L2(pe)dt'
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Proof. We again use Parseval’s identity and the definition of the Sobolev norms

1f ey = KV 220

to compute for f € &(R?),

T
|| fo Qucdely

4 [ 3
=)l | dtF(p,(1—=A)2Qull12

Jo
rT 2 m24l
—n)' | dep (M )u

Jo
('T
dtf dkpe(&—k)
Jo o Jre
T

(‘ 2 % m2+k
G| ac | dk(““%” ")(ut(k)pe(g O
0 R2

Now applying Holder’s inequality in time, we have

T 2 202 % T %
<cl| J dk( J ar L) e f") U de 2 (k)p2(E — k)) aae)
R2 0 0
Ik|>+1 L
SCS%P(WT)HJRZ (f dfu?(k)P?(i—k)) [
—qu dk( J de @2(k)p2(E - k)) .

Expanding the L2-norm in £ and applying Hoélder’s inequality now for the integral over k,
we arrive at the desired estimate

—2n)4| M

t(k)”LZ(dg);

rT
<C dtffdkdgaf(k)ﬁg(g—k)

T

=C | dtlli (k)% pell3.
0
T

dt.

[T

For a general f € L2(p,) the claim follows by approximation with functions in &(R?). [
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Lemma 4.6. Let |y| <m, and w,(x) = exp(y |x|), the estimate from Lemma 4.4 stays true
for (x)~ replaced by w,, that is

T oo
”fo Qrurdrulzﬁll(wY)SCL 17, dt-

Proof. We write w := w, and split the integral as

T m T
”f Qrurdr”Hl(w) < ”f Qrurdr“Hl(W) + ”f Qrurdr”Hl(W) =: (D) + (ID.
0 0 m

Estimate for (II). To ensure convergence for large times t, the Lipschitz estimate
w(x)=wy)w™ (¥) < |lx =y,

1
will be crucial to compensate divergencies introduced by kagz). With this estimate and
Holder’s inequality in time, we have

T
(D= | f QI
T " T
SIIJ Qruywdrllf, + IIJdt fdy(l + V. )k (x, )W) = w7 g4
m 0 R2

T
)
SCJ ||ut||%2(w)dt + ||fdJ/||(1 + V. )k (%, Yl 2m,00) [X — ¥
m R2
w3z o0) oy

By Young’s convolution inequality this can be estimated as

2 T
(3)
<C (1+U (1 +V,)k,* (x,O)IXIIILg([m,oo))dX) )J w22,y d e
R2 0

It remains to check that the norm of the kernel is finite. We first estimate the L?([m, 00))-
norm of the kernel

1
101+ VK2 G, )12

L2([m,00)

oo
mZ
SCf (—42(x—y)*+1) e~ 3 ety g

m
2 _
<p(lx — yPe 4= |x — y|7*

<Ce2mbx—yl’ lx—y|™*
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where p is a polynomial. Thus, the L'(R?)-norm can be computed as

)
11+ V. )ke* (o, 0) [x 1l 2, 00y A
RZ

2
<c | e 2™ x| dx
RZ
oo
SCJ e_zmrzr_ldr < 00.
0

This shows the estimate on (I1).
Estimate on (I). To this end we use the estimate

_m? o2 _
e~z e 2t < gmmix|, (4.2)

for t < m, combined with the assumption that |y| < m. Indeed, applying (4.2) yields
m
(1)2 = ”J Qrurdrlllz_ll(w)
0

17
L2(dx)

=|IJ dtf dy ’(1+Vx)k(%)(x,y)ut(y)W(x)
0 R2

m
m2
=an dt f dy (462 |x — yI? + 1) e~ 5 e Pertely, ()2,
0 R2
m
san dt f dy (46 1x =y P +1) e ™M ()2,
0 R2
By the triangle inequality "X < el"lx=Yle7yl and thus

m
SCIIJ dtJ dy (4t2 |x —yI2 + 1) e(Y_m)lx_”eYD"ut(y)II%z(dx)
0 R2
T

SC“J dy (4m2|x_y|2+1)e(r—m)|x—ylf dte””ut(y)lliz(dx).
R2 0

Proceeding as before with Young’s inequality we obtain

T
SC(J dx(4m2|x|2+1)e()’_m)|x|)J ”ut”%Z(W)dt
R2 0
T
Scf ||ut||%2(w)dt,
0

which concludes the proof. O
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Remark 4.7. While we will always use the more general polynomial weights for our esti-
mates, Lemma 4.6 shows that we could instead also work with exponential weights. The
exponential weights would be particularly useful to show e.g. exponential clustering for
the limiting measure.

Lemma 4.8. For any 6 > 0,

T
||f Q;usds|lyie0 < Cll(s > °u sllLeo(f0,71xR2) -
0

Proof. For these estimates, we rely on the explicit kernel Lemma 4.3 for Q on L? and
compute

T
||J Qtutdt||L°°(R2)
0

T
f dt(t)_af dykd (x, ){t)2u, (y)
0

= sup
x€R2

_ _ 2
= I(£)° ut||L°°([OT]><R2)2 J dte™o 5J dye 2l
R2

< |{¢)°u Ul oo (1o, T]X]RZ)4f tH(t) e E dt

<C|(t)° Uell oo ro,71xR2)
< Cl{t)2*u

NI

ellLeo([0,71xR2)-

In the same way, we can proceed for the derivative with

m

1
) —a2t
> (x,y) = —(x=y)e 2the=y o 57

v, .k

T
||f V, Q| peo
0

to obtain

1
=|[(t)2* ut“LOO([O T]xR2)

= ||(t) ut||L°°([0 T]xR2)

= [[{) 2 0|l poo g0, 1] XRZ)J de

1
< C“(t>2+6ut||L°°([O,T]><]R2)'
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4.1.3 The Martingale Renormalisation

The goal in this section is twofold: First, we want to find the renormalisation associated
with the heat-kernel decomposition just introduced. In a second step, we show that with
this renormalisation, Vo, (W) is a well-defined distribution. From the definition of W,,
its covariance operator on L2(R?) is given by C, = f Ot Qfds, that is,

E[(W,, f)12r2) (W, &) 12(r2)] = (Cif > 8) 12(R2)-
Let V.(W,) = f a, cos W, for some a, to be determined. We compute using It6’s formula
Lemma 2.3,
ﬂZ

dv,(w,) = (atat f cos(fW,) + ?kt(O, O)atJ cos(/th)) dt +VV,(W,)Q.dB,. (4.3)

B2 (¢
Choosing a, := ez o k(0.0)ds where k; is the kernel of Q%, the drift vanishes. Now

VV.(W;)Q; is bounded and the stochastic integral is a martingale. From Lemma 4.3, we
have that a, < C (t)sﬁ_n. In particular, for 32 < 4 this implies the bound a, < C (t)%_ﬁ.
We will rely on this fact extensively. Note that by definition of a,, we also have that
v(x) = a, sin(Bx) satisfies the Fokker-Planck equation

1
OV, = _Ekt(o’ 0)32v,. (4.4)

Let us fix the following notation:

[cos(BW,)] := a,cos(BW,) and [sin(BW,)] := a,sin(fW,).

Remark 4.9. This definition of course coincides with the usual Wick-exponential or com-
plex multiplicative chaos [37]. For a centred Gaussian random variable { on a Hilbert
space H and any h € H, it is defined by

[PER] = o o ELER iR,

Since the 2-dimensional free field is log-correlated, we expect polynomial correlations for
the complex chaos and the sine-Gordon model (see also Remark 4.12).

We now want to show that the martingale [cos(8W,)] is also uniformly bounded
in L2(BH™'%(p,)), which will imply convergence in the same space and almost surely
by the martingale convergence theorem. To this end, we roughly follow [3] and [38].
For the notation regarding the Besov spaces and the Littlewood-Paley blocks, we refer to
Appendix A.

Proposition 4.10. For any p > 1 and ||p|| »(r2) < 09, the Wick-ordered cosine satisfies

supE | [|[cos pWII° ,, < oo,

>0 —gr—28
= B, " (p)
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_B_
and converges in LP(P,B, 2S(p)) and almost surely to a limit which we denote by
[cos(BWso)]. The analogous statement holds also for the Wick-ordered sine.

The proof relies on the following deterministic estimates on the quadratic variation.

Lemma 4.11. The quadratic variation of the martingale A;[cos(BW,)(x)] satisfies uni-
formly in x,t for any 6 > 0,

(A Leos(BW,)()]),| < Cs2i %6,

Proof. Using [cos W, ]=1— fot PLsin(BW,)]dW; and the definition of W,, we can com-
pute the quadratic variation of N' as

[{A;[cos(BW)T(x)),|
=p> f dyldyzf @i(x — y1)p(x —y3)
( 0

R2)2
x a2 sin(BW,)(y1) sin(BW,)(y2)(dW (31), dW (y2))s|

r' t
ZﬁZJ dY1dY2fd5 |%‘(X —y1)e(x —yy)a? Sin(ﬂWs)(J’l)Sin(ﬁWs)(J’z)ks(J’lz}’z)|
(R2)2 0

t
<p? dyldyzlapi(x—yl)so(x—yz)ljdsafks(yl,yz).
(R2)2 0

We estimate the last integral with the change of variables § =s|y; — y2|2 to obtain,

2 ds

t [ee] 52
Po sy 2 —mE
staszks(h,)’z)ﬁf smemalyleT i —
s
0 0

8 oo ﬁ_l _1 _m_2|x_ 12
=ly1=l"% s e #em s M ds
0
2

_Bz
<Cly;—yal 7.

e . . . 1 .
Splitting up the integral f(Rz)Z = flyl—yzl a7t f T and estimating iyl S 1, this
implies

[(A;[cos(BW)(x)]).|

B
<CP? | dyidyslei(x—y)ei(x—y)lly1 —yol 7
(R2)2

_B
<Cp? dy1dys ;(x = y1)ei(x = y2)l ly1 — y2 77 + CB2lleilI7,.
[y1—yal<1
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Now by Young’s inequality, for zl) + % =1

_p?
f dy1dy;|ei(x —y1)ei(x = y)llyr = ya =
ly1—Yal<1

B
S||<Pi||Lq||<P||L1J lyl"P=dy
B,(0)

1
R
< ||soi||Lq||go||L1J ey
0

B2\
< lleillzallel (z—p(—2 )) ,
TT

provided that p € (1, 2—’21). From the estimates on the L?-norms of the Littlewood-Paley
kernels (see (A.1)), fori >0,

2L
il <C,  llgille < C2°7 7,

and consequently,

(A Leos(BW)I(x)]), < CB222T .

The condition on p implies that g > : 1ﬁ2 . Therefore, for g sufficiently close to 1%_2, we

an T 4n
have
_ 2
— < —+56,
q 4n
which combined with Lemma 4.1.3 yields the claim. O

Proof of Proposition 4.10. By the definition of the norms we want to estimate

p _ —ips . p
B[NV | = I E[IANIE, ] (4.5)

The Burkholder-Davis-Gundy inequalities and the estimate from Lemma 4.11 allow us to
compute

E[laNIE,,,]= fRz PP EL A, [eos(BW) ()P ldx
< f PP EL(ALcos(BW,)(x)) 1 dx
Rz

.pp2
SCZIPTHJF%J pP(x)dx.
]RZ
Hence, (4.5) is finite for

2 2
1) o)
ﬂ—+——s£0 — s>ﬂ—+—.
4 2 4 2
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Remark 4.12. The same computation also shows the polynomial correlations of the com-
plex chaos,

_6?
E[[cos(BW,)1(x)[cos(BW)I(y)] < CB* Ix —y 7=
With these definitions, we can make the formal measure from the introduction precise.
For the Gaussian measures u! with covariance Cr= f OT Qszds, we define the measures

exp{—V; (@)’ (dy)
[ exp{—V; ()}uT(dy)

where VTE(np) = aTAf & cos(By) where T € [0, 00) and |supp(&)| < oo.

Ve (dp) =

Remark 4.13. (i) Here we also see that the renormalisation is indeed necessary to ob-
tain a non-trivial limit: Indeed, the estimates on k,(0,0) show that a; — oo as
T — oo and thus (4.3) implies E[cos(BW;)] — 0 as T — oo. In other words, this
means that the resulting field theory without renormalisation would be free.

(i) Even though the growth of a; depends on 32, we have the bound
as < C(s)%_‘s, for p2 < 4.
We will use this estimate extensively in what follows.

(iii) The regularity of the limit depends on the size of the parameter 2. For 2 < 4,
convergence holds in H~*2((x) ™) for any § > 0. Noting that H' corresponds to the
Cameron-Martin space of the free field, this means that we can define the products
(h,[cos(BWeo)1) for h € Hcy(u). For B2 > 4m, it is known that the sine-Gordon
measure is singular with respect to the Gaussian free field even in the finite volume
and requires additional renormalisation [43, 51].

4.2 A Variational Description

In the spirit of [4], the decomposition of the Gaussian free field in terms of a cylindrical
Brownian motion enables a variational description for the Laplace transform of the Gibbs-
measures of the form (1.1). For this section, let & € C>*° (R?;[0,1]) and VTE S le(Lz(]Rz)).

The starting point for the variational approach is the following characterisation of
functionals of Brownian motions due to Boué and Dupuis [13].

Lemma 4.14 (Boué-Dupuis 1999). Let W. = fo C.dB; be a Brownian motion with covari-
ance C, = fot Ctzdt and define

dX.(u)=C.u,dt+dw,.

If G is a real-valued, bounded and Borel-measurable functional, then with A = ]I-]I%(LZ(H ),

T
—logE[e M) = infE [G(X(u)) + lj ||us||§2ds] . (4.6)
ue A 2 0
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In our specific setting, we are interested in the measures

vI(dy) =27 J exp—V; B (0)u" (dg),

and their Laplace transform
J e ¥y (dp) = 27" E[exp(—(VE + g)( + Wr))],

with the partition function E; = E[exp(—VTg’g (W;))]. Hence, we want to control the
process

t

X (Ww=¢yp +f Q.udt +W,,
0

subject to the cost function
1 (7
I = E {Vf’g(xT(u)) +3 f ||us||des},
0

whereu € A := H%(Lz(/\)) is the control and Vf’g = Vf’g + g for a bounded and contin-

uous perturbation g. Since the functional VTg’g is bounded for T < oo, we can directly
apply Lemma 4.14 and arrive at a variational description

—log E[exp(—VTg’g(go +Wp))] = uigﬁJ?’g(u) =: V%’g. 4.7)
As an immediate consequence, we also note the variational characterisation of the Laplace

transform

WET(g) = f HVI (dg) = Vit~ Vi,

where we dropped the superscript g for g = 0. The above holds for any finite T, as VT‘E is
bounded. In the limit T — oo, we lose this property. Fortunately, a convenient sufficient
condition for the formula (4.6) by Hariya and Watanabe [35] and Ustiinel [62] is still
applicable.

Proposition 4.15. If G satisfies
E[lpG(W)| + exp(—q¢G(W))] < oo, (4.8)

for Holder conjugates 119 + % =1 or p =1 = q, then the variational formula (4.6) holds.

Proposition 4.16. The functional V§O(Woo) = fi?t[[cos/jwoo]] satisfies the condition
(4.8) and in particular the variational formula (4.7) also holds for T = 0.
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Proof. Building on the proof of Lemma 4.11, one can show (see Theorem 1.3 in [38]),
that the exponential moments of f E[cos(BWq,)] are finite, that is

o[ etspr)] <o

for any ¢ > 0 and any smooth compactly supported . The claim now follows from
Proposition 4.15. O

Remark 4.17. For u € A, the expression V(fo (Weo + Ioo (1)) is well-defined for 82 < 4.
Indeed, [cos(fWo.)] € H'*%(p,) and by Lemma 4.5, I,(u) € H'(p,). Now, by the
angle-sum identities, we can write the potential as

VE (Woo + oo (1))

¢=J ELcos(Woo + oo ()]
1=J ELcos(BWoo )] cos(Bloo(u)) + [sin(fWoo ) I sin(B oo (w)),

which is well-defined via the dual pairing of the Sobolev spaces H~! and H'. We defer
the precise verification to Theorem 4.44.

In case the infimum is attained, the following lemma from [5] gives another useful
implication of the representation.

Lemma 4.18. Let g : &’'(R?) — R be bounded and continuous and T € [0, 00]. Iffora € R
the variational problem inf, ¢ AJ?g has a minimiser u®é, then the derivative of a — V?g
satisfies

Sy = Bg O )],

Proof. By the Boué-Dupuis formula (4.7), V?g = —logf el V@) T (d ) and we see
that the right-hand side is differentiable in a for bounded functions g. Then, by the
optimality of u®g,

infJ%8 (u) — infJ 8 () = T2 () — I8 () = B[y g (X (u®®))].
u u

and thus

d o _
e Vit =limy T VR =V 2 Elg Oty (u9))])

In the same way, we obtain the remaining inequality

d . a
eV = limy T O = V) < BLg Oty (u))])
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Remark 4.19. In particular, for a = 0 and a minimiser u®7 of Jf. ,

fg(so)vg’T(dtp) =

f exp{(ag + VTg)(SO)}MT(d‘P)
0

da
d ag
da ;)T

= E[g(XT,T(ug’T))],

a=
a=

and the law of the optimally controlled process X at the terminal time t = T € [0, 0]
is given by the approximate measure v’. In other words, if there is an optimal control
u®T for (4.7), the control system transports the (regularised) Gaussian free field ,uT to the
(regularised) measure v>T = Law(X;(u®T)). Intuitively, the optimal control u®” should
be a function i*7 of the process X so that we expect to obtain an equation for the optimal
dynamics

X, =L@@*T(xX)+w,, with Law(X;) =",

In this sense, the stochastic differential equation for X can be understood as a way to
sample from v! using the well-understood Gaussian distribution u”, very much in the
spirit of a theoretical Markov Chain Monte Carlo scheme. This point of view goes back to
the idea of stochastic quantisation due to Parisi and Wu [58], where the authors advocate
the use of stochastic (partial) differential equations to construct the target measure v on
the function space by introducing additional degrees of freedom, here in the form of a
fictitious time t € R,.

While the entropy f OT||u5||%2ds is convex, the renormalisation in general spoils con-
vexity of the variational problem as T — oo even for small correlations A. Hence, the
existence of a minimiser to (4.7) is not a priori clear. Proving that the control problem
does indeed have an optimal control will be one of the goals in the next section.

4.3 An optimal Forward-Backward System

To obtain a more explicit expression from the variational characterisation introduced via
the Boué-Dupuis formula, we need to ensure that the infimum is already a minimum.
Thanks to the observations in the previous section, identifying the optimal control also
provides an explicit characterisation of the approximate measure as the law of the opti-
mally controlled process.

Towards this goal, we interpret the variational problem as a stochastic control prob-
lem as in the general setting in Chapter 3. This results in the following simple forward-
backward system for a continuous and bounded functional Vf .

{Xt(u) :(p+f0thusd5+f0thst: (4 9)

T T
Yoo =ViQr@)+ [ 3llul?,ds— [ Z, r(u)dBs.
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4.3.1 Conventions for BSDEs.

For the reader’s convenience, we briefly recall some of the conventions introduced pre-
viously in Chapter 2. Given a FBSDE in ©%* = (X%*,Y%*, Z%*) on a time interval [t, T]
with deterministic coefficients defined by

XP=x+ fts b(r,05)dr + fts o(r,8*)dB,,
Yo = g + [ f(r,00)dr + [ z%dB,,

we agree to use the conventions below.

e Solutions: Unless indicated otherwise, a solution the FBSDE always refers to the
square-integrable solution in the sense of Definition 2.1.

e Extension past T: for s > T we define X** = X;* and (Y,**, Zt°) = (g(X),0).
This was justified in Proposition 2.15.

e Extension past t: for s < t, we define X = x and (Y"*,Z") = (v,>%,0). The
solution defined in this way is still adapted, as we have seen in Proposition 2.25.

e For t = 0, we usually omit the superscript (t, x), that is X = X%*.

Let us also recall Itd’s formula for the most important special case of the weighted L2(p)-
norms from Lemma 2.3. For dX, = b,dt + 0,dt, we have

d”Xt”%Z(p) = 2<Xt: bt>L2(p)dt + 2(Xt: O-dBt>L2(pe) + ||O-t||%2(p)dt,
2 2
where ||0||52(p) = TrL)z((p (x)oo*).

4.3.2 Existence of an Optimal Control

In this section, we introduce three related but different approaches to obtain such a char-
acterisation of the minimiser.

The first option is to understand the relation between the BSDE and the control prob-
lem more directly by relaxing the control problem. The relaxed control problem admits
an optimal control from which we can construct an optimal control for the original, strong
formulation. Alternatively, we can essentially rely on the Hamilton-Jacobi-Bellmann equa-
tion and verification theorem Theorem 3.2 to confirm that the usual candidate given by
the gradient of the value function is optimal for the control problem. Finally, we also
derive a system for the optimally controlled process using a stochastic maximum princi-
ple. This point of view is most closely related to the Euler-Lagrange equations and the
approach taken in [5]. Unlike the other two approaches, this derivation requires an addi-
tional argument for the existence of a strong minimiser (usually in the form of convexity)
for the control problem but is more straightforward and does not rely on the boundedness
of the potential.
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Relaxing the Variational Problem

Following the more general observations in Section 3.2, we derive a weak formulation for
the stochastic control problem (4.7). In this relaxed setting, the existence of a minimiser
is straightforward. By constructing a strong solution to the associated FBSDE, we can
later recover the original, strong formulation of the control problem. We use the notation
introduced in Section 3.2.

To relax the variational problem, the key relation between the drift and the diffusion of
the controlled process is always satisfied for the control problem given by the Boué-Dupuis
formula. With 6/ = 6(t, x,u) = u,, we have

b(t,x,u) =o(t,x)6/.

The problem, however, is that for u € ]HIZT(LZ(A)), the process M t9 “ is in general only a
local martingale. Since this not sufficient to proceed with the Girsanov change of measure
argument required for the weak formulation, we introduce the set of bounded admissible
controls

Ap = {u € HA(L*(A)), llullpsopxo,r1xrz) < O},

and focus our attention on the restricted control problem

Vr

T
. u ]_
'y = ugb J¥(u) where J¥(u) = E [vf X)+ EJ ||us||§2ds],
0

with the forward process X; = ¢ + f Ot Q,dB,, and hope to recover the full control problem
later. For the bounded controls u € Ay, the stochastic exponential M;' is a martingale
and we can proceed as in the general case. Following Section 3.2, this means we want to
minimise the family of BSDEs

T T
1
§||us||§2 +(Z", ug) 2 ds —J Z!dB;. (4.10)

t

i =V (Xp) +f

t

With the Hamiltonians
1
H(S,X,U,Z): EHUH%Z“F(Z,U)LZ and H*(S,X,Z): insz(S,X,u,Z),
u€lL

the optimally controlled BSDE is

T T

H*(s,Xs,Zs)ds—f Z:dB;. (4.11)

t

Y =Vi(Xr) +f
t
Here, the infimum in H* is attained for u, = —Z; and in case u, € A;, the optimal BSDE

(4.11) becomes
T

T
1
Yt*=VT(XT)—J §||ZS*||%2ds—J Z*dB;. (4.12)
t t
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By Proposition 3.5, if (4.10) has a unique solution and (4.11) has a unique bounded
solution, we can conclude

Y, =u1€I}£bJ (W) =J7 (=Z%). (4.13)

Equation (4.10) is a BSDE with standard parameters and thus has a unique solution by
Theorem 2.2. That (4.12) also has a unique solution is the result of a simple change of
variables.

Proposition 4.20. The BSDE (4.12) has a unique solution (Y*, Z*) € H® (R) x HZ(L?(A)).
If the terminal condition satisfies V; € C g(Lz(Rz)) then also the martingale part is bounded
- more precisely || Z*|| oo(px[0,1]xr2) < O9 almost surely.

Proof. Suppose (Y*,Z*) € H7°(R) x H%(LZ(A)) satisfies (4.12) and define y, = exp—Y{".
By It0’s formula,

T
¥s = exp(—V¢(Wr)) _J z,dB,., where z, = yrZ;k'
s

As Vr is bounded, the terminal condition is square-integrable and we see that the BSDE
above has a unique square-integrable solution with

ys = E[exp(=Vr(Wr))|Fs] = exp(—[|Vr[[e0) > 0. (4.14)

But then we can apply Itd’s formula to —log y, and find that

Ysz_logys: Zs:Z_S;

S

satisfies the original quadratic BSDE with the required integrability. Noting that this ar-
gument holds for any solution (Y*,Z*) € H7°(R) x H%(LZ(A)), the uniqueness of the
solution (y,z) implies uniqueness for (Y*,Z). To see that Z* is bounded if VVy is, we
introduce the deterministic function

v(t,p):= th, (4.15)
where as before the process Y"¥ is defined by the FBSDE

XY=+ [ dw,
T T
YO =ve (X ) = [ 1200 dr — [ Zp ¥ dB,.
These considerations imply that v(t, ) = —logE[—exp(—V;(X ;"p))], which is differen-
tiable in ¢ whenever V; is. In this case,

Vy:

t

Vy(t, ) =——L =y LE[-VVp (X9 F ]

By assumption, VV; is bounded and we know from (4.14) that y, is bounded away from
0. This implies thanks to the chain rule [42]
Z2¥ =DYHY = Vv(s, X ?)DXY = Vv(s, X ?)Q;,

and we conclude that Z* is bounded uniformly. O
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Now Proposition 4.20 also shows Z* € A;, and the relation (4.13) holds. To finish up
this argument, we still need to show that the cost functional J is continuous. Recall the
notation Ag and V from Definition 3.8.

Lemma 4.21. V = infye 4, Jr(w) = infye g Jr(u) = V.
Proof. We first show the claim for bounded controls, or more precisely that
inf = inf .
uler}4b JT(u) u1€I}45 JT (u)

By definition, inf,c 4, J7(u) < infyea, Jr(w), since any simple control is also bounded.
If u is bounded, by Lemma 3.10, there is a sequence u™ of uniformly bounded simple
processes approximating u in L2([0, T]; L2(R?)), that is

T
. 2 _
nlggoEL [ —ug||?,ds = 0.

By the estimates on the kernel Lemma 4.4 and Hoélder’s inequality

T T 2
IIJ Qs(uﬁ”)—us)dSIIfZSU (S>_1||u§”)—us||de8)
0 0

T T
Sf (s)_zdsf ||us(”)—u5||%2ds
0 0

T
SCJ ||u§”) —u5||i2ds.
0

But then, J;(u™) — J;(u) as n — oo for any bounded u, which gives the remaining
inequality. Finally, approximation for u € ]HIZT (H) with bounded processes and dominated
convergence allows us to remove the restriction to bounded controls. O

In summary, we have derived a lower bound for the value function
Vr = infJr(w) =V, >V, =Y.
ri= inf I (0 = Vg, 2 Vi, = 5

A simple change of measure shows that this lower bound for V is already attained.

Proposition 4.22. For any T € [0, 00), the system

S S
Xor=¢— [, Q2VY, rdr + [, Q,dB,,

T T
Yor =ViXrr)+ 3 [0 1Q. VY, rldr — [ VY,1Q.dB,, (4.16)

T
VY r = VVTg(XT,T) - fs VZ.rdB,,
has a unique solution (X,Y,VY,VZ) and urT = —Q%VYr’T is optimal for (4.9). In particular;

YO,T = JT(UT) = VT = V? = YO*'
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Proof. We have seen in Proposition 4.20 that VY "% exists. Differentiating the BSDE for
Y%, we obtain (using that VX%¥ = 1 by Proposition 2.29),

T T
vn:vvf(XT)—f ZSVZSds+f vZ,dB..
t t

Since Z is bounded, the exponential

t t
_ 1
M= exp( (Z,,dB;) — = ||Zs||§2ds),
0 2 0

. . = t . . . = —
is a true martingale and B, = B; + f o Zsds is a Brownian motion under dP = MTZ dp.
Passing to the P-Brownian motion B, and using Z, = VY,Q,, we arrive at the system

X,=¢— [,Q*VY,dr+ [, Q,dB,,

T T —
Ys = VT(XT)+ %fs ||QrVYr||%2dr_ft vYr(zrdBra
VY, = VW (Xp)— [, VZ,dB,.

Initially, we only know that there is a FZ-adapted solution. Since F? is a priori smaller
than F2, we can not yet conclude that u; = —Q,VY; is optimal in the strong formulation
as it might not be adapted to the driving Brownian motion. Recalling that we showed
VY, = Vv(s,X,) in Proposition 4.20, the control u* = —Q, VY, being optimal is equivalent
to

t t
Xt=tp—f Qva(s,Xs)ds+J Q,dB;, 4.17)
0 0

admitting a 72 adapted solution. But since

Vi(t, ¢) = E[VV7(p + Wr)exp(=Vr (¢ + Wr))] ’
E[exp(—V(¢ + Wr))]
is uniformly Lipschitz in ¢, by a standard fixed point argument, there exists a unique
strong solution X, to the SDE (4.17). Thus,

Yo=JW)=V>W=y].

By the equivalence of the probability measures, the initial values Yyand Y coincide P-
and P-almost surely and the claim follows. O

Remark 4.23. In the case of VTg () = f@ Aag cos(f ), the trivial Lipschitz constant of
Vv depends on the support of £ and is therefore not something we can rely on to derive
existence and uniqueness when the cut-off is removed, i.e. for £ = 1.

Remark 4.24. In the weak formulation, the non-convex part VTg (X) is fixed on the state
space. We only control its distribution and the convex Hamiltonian. The crucial ingre-
dients we need for this argument to undo the change of measure are good exponential
moment bounds on V;(X;) and then also on the control Z to return to the strong formu-
lation.
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Verification via the HJB-equation

Instead of understanding the equality of the value functions for the weak and the strong
formulation directly, we can also rely on the verification theorem (Theorem 3.2).

In this case, the associated Hamilton-Jacobi-Bellmann equation for the stochastic con-
trol problem (4.9) is

{av(t «p)+m wer2@2) {5 Tr(Q2 Hessv(t, ) + (Vv,Qa) + 3llall?,} =0,
V(T,¢)=VT(<p)-

If we look for L2-solutions v, the infimum reduces to a quadratic minimisation problem
and the unique minimum is attained at a* = —Q,Vv(t, ). Hence, the PDE above becomes

{atv(t,sm 3 Tr(Q} Hess v(t, 9)) = 51IQ. VV(t, @)l =0, “18)

v(T,¢) = V5 ().
From the nonlinear Feynman-Kac representation (2.9), we see that this is the parabolic

PDE associated with (4.12) and, indeed, we can quickly verify that the function defined
by (4.15) is a classical solution to the PDE above.

Lemma 4.25. The function v defined by (4.15) is the unique bounded solution to (4.18).
Proof. We know from the proof of Proposition 4.20 that (4.15) admits the representation
v(t, ) = —log E[exp(~V; (¢ + Wy —=W,)],

which immediately implies differentiability in ¢ with bounded derivatives. To see that v
satisfies the PDE, let (W5¥,Y 5%, Z5%) be the solution to

WY =9+ [ Q.dB,
Y)Y = Vg(w“f’)—zf 1Z5#12,dr — [ zE¢dB,.
From Proposition 4.20 we know Y;"? = v(s, W,"¥) and Z*¥ = Vv(s, W,"?)Q;. So by the
Markov property,
v(t+h,o)—v(t,p)=v(t+h,¢)—v(t+h, W )+v(t+h W )—v(t,np)
=v(t+h,<p)—v(t+h,Wt+h)+Yt+h—Yt“”.

Rewriting this with the help of It6’s formula,

t+h

t+h
V(t+h, @)= v(t,0) =— = f Tr(Q? Hess v(s, W“"))ds—J Vv(s, W¥)QdB;
t

+h
f||z“f’|| ds+f Z¥dB;.

The stochastic integrals cancel, we see that v is differentiable in t and the claim follows
by letting h — 0. O
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Now that we have a classical solution to the Hamilton-Jacobi-Bellmann equation, we
can use the verification theorem (or even the comparison theorem Theorem 2.13) to arrive
at the system (4.16) and Proposition 4.22, relying on the Lipschitz continuity of Vv in the
same way as before.

Remark 4.26. For this argument, we rely on the HJB-equation to understand the fact that
V" and V define the same value function. In general, the BSDE is more likely to have a
solution than the PDE (4.18) due to lower regularity requirements.

Remark 4.27. Since Y =V satisfies the HJB-equation, by Remark 3.3 the optimal control

T’E

obtained in this way is the unique minimiser. As a result, also the measure v;

determined by Lemma 4.18.

is uniquely

Remark 4.28. The equation (4.18) is also known as the Polchinski equation in the physics
literature. The nonlinear PDE can be understood as a continuous adaptation to Wilson’s
renormalisation group [63] and was first introduced by Polchinski in [60]. Since its in-
troduction, it has played an important role in the development of constructive quantum
field theory. For two related applications in the context of the sine-Gordon EQFT, we refer
to [6, 17]. A review of the history and its influence on some more recent developments
in quantum field theory can be found in [41].

A Stochastic Maximum Principle

An alternative approach to the stochastic control problem is via the stochastic maximum
principle, which provides necessary conditions any optimal control must satisfy. This ap-
proach is more general and does not rely the boundedness of V; directly, however, this
comes at a cost. Comparable to the indirect method to variational problems, it shares
the disadvantage of not providing sufficient conditions for optimality. Obtaining exis-
tence requires an additional argument, usually by relaxing the optimisation problem. The
necessary condition is derived in the usual way: We perturb the control u € H%(LZ(A))
by some variation edu, and differentiate with respect to €. This procedure leads to a
first-order condition for the optimal control and in our case, this uniquely determines the
control.

Existence of an Optimal Control.

It is not a priori clear that an optimal control in the space A = H?(L2(R?)) can be found.
By completing the space of optimal controls in a suitable (weak) topology, Barashkov and
Gubinelli show in [5] that under suitable admissibility conditions on the cost functional
J, most notably strong coercivity and lower-semicontinuity (see Definition 6 and Lemma
7 in [5]), optimal controls to the relaxed variational problem exist. As this is not our
main focus, we refer to [5] for the details. At least when & is compactly supported, we
can readily verify that the conditions of Lemma 7 in [5] are satisfied for the sine-Gordon
model. Again, for the sake of brevity, we do not include a precise verification here.
Denoting the completion of A defined in this way by A and the corresponding cost
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functional by J, the value functions still coincide
inf J(u) = inf J(u) = minJ(u) =: V.
ucA ue A ue A

However, the infimum might not be attained in .4 and we, therefore, have to look for more
general minimisers in .A. The main point is that in contrast to .4, the completion A is not
restricted to controls adapted to the Brownian motion B.

A Necessary Condition.

Since the filtration is now no longer generated by the Brownian motion itself, we are in the
situation of the generalised BSDEs introduced in section 2.5. In other words, the system
is given by

{Xt(u) =y + fot qusds + fot Qsst:
T T T
Yorw) =V + [ 3llulds— [, Z rdBs+ [, dM,.

for an orthogonal martingale M. For a variation Su, € A(u), it follows the stability of
BSDEs, Proposition 2.18 that the solution ©(u + £6u) is differentiable in . Upon differ-
entiating and evaluating at ¢ = 0 we obtain,

VX = [ Q.6u,dr
u,bu _ 3 u,5u T
VY =E [VVT Xr @)V X+ [ u55u5ds] )

Thus, after inserting VX into the backward equation,

T
VgY&fu = EJ (VVf(XT(u))QS +uy)Su,ds
0

T (4.19)
= EJ (B[ Vs )l 7 ] +u, ) Suds.
0
If the control u* is optimal, the cost difference satisfies for any direction 6u,

Yo r(u* +&bu)—Yy r(u*) >0, P-almost surely.

First, this implies that the gradient VSY(;’ % must be nonnegative. Moreover, since (4.19)
holds for all directions du and as

VY, (W) == E[ VVE (X )QlF ],

does not depend on the direction 6u, by the fundamental lemma of calculus of variations,
we arrive at the first order condition for optimality

u; +QVY(u) =0 < u; =u; = —Q,VY,(u"). (4.20)
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This condition is necessary and uniquely determines the optimal control u*. Inserting the
optimal control back into the system yields the optimally controlled GFBSDE

t t
Xpr  =¢— [, Q2VY, rds+ [, Q,dB,,
T T T
Yor  =ViXpo)+ [, 3IQ VY rlds— [, Z rdB,— [, dM,,  (4.21)
T T
Vor =VViXrr)— [, VZ,rdB,— [, d(VM,),

where the martingales M and VM are orthogonal to the Brownian motion B.

Remark 4.29. (i) Following the same steps for a more general controlled FBSDE will
yield the general stochastic maximum principle for convex control domains .A.

(ii) The argument still holds for T = oo and as a result shows that any optimal control
u* must satisfy (4.20). In other words, if the FBSDE has a unique solution, there is
a unique optimal control u.

(iii) Any solution to (4.22) below also solves (4.21) with M = 0, thus we only consider
the system with M = 0 going forward. This means in particular that the optimal
control to relaxed variational problem has a version adapted to the Brownian mo-
tion.

4.4 Uniform Bounds on the Control
In this section, we want to return to the perturbed sine-Gordon interaction with a fixed

smooth cut-off & € C° (R2;[0,1]) given by

Vf’g(w) =g(<P)+J Earcos(Be),

for a bounded and continuous functional g and derive uniform bounds on the optimally
controlled FBSDE in this setting. Recall that we derived the system for the optimally
controlled FBSDE

t t
Xor  =¢— [, @VY, rds+ [, QdB;,
T T
Yor =V + [, 3IQVYrl%ds— [, VY, rQ.dB; (4.22)
T
VY. =VVii(Xpr)— [, VZ,1dB,.

We have also seen that for a compactly supported cut-off and T < 0o, this system has a
unique solution, which determines the unique optimal control and that

YO,T = VTVY = VT'

Let us make some additional remarks on the structure of (4.22). As a first simple
but important observation we note that the dynamics are captured entirely by (X, VY).
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Provided we have good bounds on VY, we can pass to the limits £ — 1 and T — oo.
Moreover, an equivalent formulation of the system is given by

{Xt,r = ¢ — e ELVVE Xy )| R )ds + W,

T T
Yor =Vi&ep)+ [, SIQEIVVES Xy ) FI2,ds — [ ZdB,,

where the coefficients of the forward equation now depend on the distribution of X. Solv-
ing this SDE in X via a fixed point iteration is equivalent to solving the forward-backward
system (4.22).

Another key observation is the fact that the equations in X, VY do not depend on
the potential Vf but only on its gradient VVf . Even though the V; is ill-defined when
the cut-off is removed, the gradient VV;(¢) = —arBAsin(f¢) and thus the processes
(X, VY) can also be studied on R?. We can of course still not expect VV; to be in L2(R?),
but passing to appropriate weighted spaces, we can control the weighted L?(p,)-norms
of (X, VY) uniformly in the cut-off &.

Finally, while the terminal condition VVTg’g (X1,r) is bounded for any T < oo, this
bound degenerates as T — o0. In the same way, the trivial Lipschitz constant for Vv(t, ¢)
as defined in (4.15) blows up as £ — 1.

Conventions. We recall that the generic positive constant C, may depend on 3 and £
but is independent of T and A. For £ < 0, the constant C is also independent of &.
Furthermore, we will consider small perturbations g € C E(Lz(pe NncC g (H® (p¢)) of the
terminal condition which satisfy a Lipschitz condition with

IVe() = Ve(P)lliz(p,)

< A.
$pel2(py) [l [ FETO)

Lip,(Vg) :=

Here, the space CZ(L%(p,)) N Cg(H_é(pg)) is the space of functions in C2(L?(p,)) which
extend continuously to H~°(p,). Let us also fix the notation

Vgl = sup |IVg(©lliz(p,)-
w€L2(py)

4.4.1 Passing to the Remainder

By the construction of the potential V,, the process {VV,(W,), t > 0} is a martingale. See-
ing that the controlled process X; = ¢ —fot Q.u,dr+W, is essentially a small perturbation
of the Q-Brownian motion W; given by a random shift, we consider the Ansatz

E[VVr (X7 )| F]=VVi(X, 1) + R, 1,

and want to control the remainder R, ; uniformly in T. These considerations lead to the
system

{Xt,T = ¢ — [y QAVV,(X, 1) + R, r)ds + W,
T T
Ror= [, d(VVi(X,1)— [, VZ 1dB,,
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which we want to rewrite with Itd’s formula (c.f. Lemma 2.3). Recall that

VV,(¢) =—2ABa,sin(By) = —AB E[[sin(B(v + W))I1= (VV, * u)(p),

satisfies the Fokker-Planck equation (4.4) for C; and, hence, the differential reduces to

d([sin(BX, r)]) = VIsin(BX, r)1dX, .

Allowing again a small perturbation g in the terminal condition, we obtain the system

{Xt,T =p— fot Q?(v‘/sg’g(XS,T) +R; r)ds + W, 4.23)
T T ~ .
Rir =VgXrr)+ ft hE(SJXt,T:Rt,T)dS_ft Zs rdB,
where ZS,T =VZr— B2AE[cos BX;r1Qs and
he(s,x,1) == B2AE[cos(Bx) L QA(VV,S4(x) +1). (4.24)

In contrast to the original BSDE, the terminal condition Vg is now bounded uniformly in
T, at the cost of including the additional drift h. In other words, the data g, h of the BSDE
in X,R,Z no longer depends on the terminal time. We want to leverage this to obtain
uniform bounds on the solution.

4.4.2 Well-posedness

On a finite volume, we have already seen that there is a unique solution to the FBSDE
using the (regular) decoupling field v(t, ¢) = —log E[exp(—VTg’g (¢+W;))]. The argument
however relied on trivial bounds depending on T and &£ and is not available for £ = 1.
In this section, we show existence and uniqueness for the FBSDE in (X,R) on R? with
small correlations A, without relying on VT‘5 (p) = f§ arAcos(f ) being well-defined.

For notational convenience, we surpress the dependence on the cut-off in @% =0Or =
(X.1,R.1,Z. 7). We always assume that either

¢ { <—1, which ensures p?(x)dx is a finite measure on R?, or
* & has compact support.

Note that this already includes the infinite volume case £ = 1 in the weighted L2-space.

Theorem 4.30. Fix any T € [0, 00). If A > 0 is sufficiently small, the FBSDE (4.23) has a
unique solution

Or =X 1,Ri 1.2, 1) EHP(H°(py)) x H® (H % (py)) x HE(Ly ¢ (LA(R?))).

The proof is based on a fixed point argument and relies on estimates of the spread of
solutions to the FBSDE which are also useful beyond this proof. Towards this goal, given
re ]HI% (L%(py)), we introduce the decoupled FBSDE

_ t 2 &g
{X{,T—so— Jo @UVEEX 1)+ r)ds + W, 425)

T T ~
RC . =Vg(XL )+ [, h&(s, X!y, r)ds+ [, ZIdB;.
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For the decoupled system, the existence of a solution follows from the general framework
introduced in Chapter 2 and the regularity of the coefficients.

Lemma 4.31. Let b(s,x,r) = —QSZ(VVS‘E’g(x) + 1) be the drift of the forward equation and
h as defined by (4.24). Then, b and h are Lipschitz in x and r as functions L*>(p,) — L?(p;),
uniformly on [0, T]. In particular, for any r € H?"(Lz(pg)) and T € [0, 00), the system
(4.25) has a unique solution (X",R", Z") € H°(L*(p,)) xH (L3(p,)) x HZ (Lo o (L2 (R?))).

Proof. First, we note that, by Lemma 4.4, Q, is a bounded operator on L(p,). Moreover,

. . _1_
“Qsassu‘l(ﬁ@l) _QsasSIH(ﬂ(toz)”Lz(m) < C<5> 2 6“(»01 - <102||L2(pe): s€ [O> T]

and in the same way for the renormalised cosine. This implies that f and b are Lipschitz
in x, and by the boundedness also in r.

To see that there is a unique solution, observe that for r € H;° (L%(py)), the function
b(s,-,r,) is adapted, bounded and uniformly Lipschitz. By a standard fixed point argu-
ment, the forward equation has a unique solution X [’T. In the same way, the generator
h(s,Xsr’T, r,) is adapted, bounded in L2(p,) and trivially Lipschitz in R with constant O.
Thus, h(s,XSr’T,O) € H"}(Lz(pl)) and (0, f) are standard parameters. By Theorem 2.2,
there is a unique solution (R .., Z { 1) to (4.25). The bounds in H°(L*(py)) follow from

t,T>
the integrability of b and h and Proposition 2.9. O

Proposition 4.32. Let ©'t be the solution to (4.25) with r; € H° (L%(py)) fori = 1,2, and
denote their spread by 6© = (6X,6R,6Z). Then, there is a constant C > 0, not depending
on T €[0, 00), such that for any t € [0, T],

_2m
||5Xt“L2(p,3) <Ce ¢ sup ||5rs||L2(pe);
s€[0,t]

and

T
. __4m
E[ sup ||5Rt||%2(pf)+f0 ||6Zs||iuds:| < (A% +Lip,(Vg))Ce™ E[ sup ||5r,||§2(p[)}.

te€[0,T) t€[0,T]

Before we proceed with these estimates, let us first derive Theorem 4.30.

Proof of Theorem 4.30. Existence for T € [0, 00). For Lip,(Vg) < A the constant for any
T € [0,00) on the right-handside of Proposition 4.32 reduces to CA2. Thus, if A is
sufficiently small, the map & : r — R" is a contraction on HZ° (L%(p,)) and there is a
unique fixed point R. Denoting by (X, R) the continuous versions of the solutions to (4.25)

()_(R,I_QR), which by Lemma 4.31 exist for T < 00, and letting Z = ZR, we see that (X, R, Z)
is a solution to (4.23).

Uniqueness for T € [0, 00 ]. For any solution to (4.23) on [0, 00), the backward com-
ponent R is a fixed point of . Since ® has a unique fixed point, uniqueness must also
hold for the solution (X,R, Z) to (4.23). O
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Remark 4.33. By passing to H~°(p,) instead of L?(p,), we could show existence and
uniqueness for (4.25) for T = co. Combined with the estimates in Proposition 4.32, this
is sufficient to show existence on [0, 00 ] for A small. We prefer to stay in L2(p,) as this
later shows that R; o, € L?(p,) for any t < oo which in turn will yield converngence of
the drift in L2(B H(p,)).

Remark 4.34. Comparing these estimates to Proposition 2.9 and Lemma 2.33, we now see
why the local solution for a coupled FBSDE may not be extended to any time interval in
the same way as for decoupled systems: While we still obtain a contraction mapping for
small time intervals (for any A), the size of the time interval can degenerate in the coupled
case because the Lipschitz constant of the terminal condition now affects the stepsize.

Proof of Proposition 4.32. The difference satisfies the BSDE

65X, =— [ Qg(zvf’g(xsﬁ;) — V(X2 ))ds + [, Qgrds,
OR, =0Vg+ ft (h(s,Xsr’lT, r) —h(s,XsizT, ry))ds — ft 5Z,dB;,

where 6Vg = Vg(X ?T) —Vg(X ?T). For the estimate on 6X,, we have by the Lipschitz
continuity of the coefficients and the estimates on the kernel [|Q, f || 12(p,) S Gl 12(py)»

16X Il 12(p,)

t t
SACJ () 2NVVEX ) = VVEE (X 2 2o ds + ||f Q267ll12¢p,)ds
0 0

t t
S?LCJ (s)_2a5||5Xs||Lz(pe)ds+ ||J Qf5rsds||L2(p[).
0 0

[52
Using that a, < C{s)57, we see that (s)2a is integrable on R, for any 32 < 8. Thus,

by Gronwalls lemma and Lemma 4.4,

t
16X cllz2¢p,) SCJ 1Q26 7l 2(p, ) ds
0

t
o _2m
SJ s e s ||5rs||L2(p[)ds
0
C 2m
<—-e" ¢ sup||orlli2(p,)-
o Sglt)H sllz2op)

To show the estimates on the remainder R, we proceed in the usual way by applying
Itd’s formula to obtain

T
||6Rt||§2(pl)+f 152,12, ds
‘o . (4.26)

:”5Vg”%2(p[) + J 2(0R;, hsl(rl) - hsz(’”z»LZ(pe)ds - f 2(6R;, 6stBs>L2(p[):
t

t
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where h‘(r) = h(s, X s T .). By Lemma 2.7, the stochastic integral is a martingale and

vanishes upon taking expectation. Hence,
T
f 1Z,117,,ds < EI&VEl,,,, + E[ sup ]J 2(6R;, ) (r1) —hf(rz)m(m)ds] :
t€[0,T

The same argument as in the proof of Theorem 2.2, using the Burkholder-Davis-Gundy
inequality, shows that

T T
1
E[ sup f 2<5Rs:5stBs>L2(pg):| SZE[ sup ||6R, ||L2( )}+4CEJ0 IISZslliuds.

te[0,T] te[0,T]

Thus, since all terms are finite by Lemma 2.7, taking the supremum and expectation in
(4.26) yields after rearranging,

T
sup ||6R,|I? f 16Z]1%, ds
[tem] oo T | 0%,

T
<CE||5Vg||L2( )+CE[ s[up]J 2(5R5,h31(r1)—hsz(r2))Lz(p[)ds:|.
tel0,T

4.27)

The terminal conditions can be estimated from the Lipschitz condition on Vg and the
estimate on 6X just derived to obtain,

—2m
16V g2 < LIIOX 712,y < CLe™T™ S[UP 167l 2¢0,)-
s€[0,T

Moreover, for the integral on the right-hand side, note

( s> S(rl) h (r2)>L2(pg)
=2(0R;, 5("1) h! (r2)>L2(pg)+2(5Rs>h (ry) — h? (r2)>L2(pg)

<& |I8R,|I1Z, \+ 26 IGRLIZ, \ + 26 |55k

L2(py) L2(p) L2(p,)’

where 5h! = hl(r;) —hl(ry) and 6,k = hl(ry) —h%(ry). Let g = K(s)™17% for some
constant K to be chosen later. Then, using the bounds on [cos(6¢)], < (s)%_ﬁ and the
estimates from Lemma 4.4

T

T
Ef e ISR 113, )dszE/Wtzf e, 11Q2Lcos X1 167,17, ds
0 0

oo
SC)LZK_IE[ sup ||5rt||L2( )]f S04 125 4
t€[0,T] Pt 0

< CA’K™1 e T E|: sup |67, :|
efor] | Led
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Likewise, due to the Lipschitz continuity of VV ¢, combined with the estimate on
||5Xs“L2(p[):

T
Ef _1”52h ||L2(p )
0

T
SCW‘EJ Lo~ 62|\ TV S8 (X!1) — vag(sz)”LZ(p)
0

T

SCA“K_lEf A [ 12,5,
0

T
SCA“K_lE[ sup ||5rt||L2(p )]f s4s2A0 140 ,— 1
te[0,T] 0

<CAMK e T [ sup |67, ]
t<[0.T] thr2(py)
Thanks to the integrability of ¢, on [0, ©0), the remaining term can be estimated as
T oo
f e I5R 12, ds <K f (s 0dsE [ sup 10R [, )] < KCE[ sup 15R, ||L2(pg)]
0 te[0,T te[0,T]

Combined, using the estimates in (4.27), we obtain

T
sup [I6R,|I? f 16212 ds
|:te[0T L2(pg) o SULy

<(CL2+CA2K Ve T E [ sup |57, |12 ]+CKE[ sup [I6R, |12 ]
t€[0,T] L2(pe) te[0,T] oo

Choosing K = %, we obtain the claim after rearranging. O

4.4.3 A priori Estimates

The following representation for the remainder will be helpful.
Proposition 4.35. The remainder admits the representation
T

Re :E[F;Vg(XT,T)‘i'J‘ I;t¢sd5|]:t:|;

t

where T' = exp {f: B2A[[cos ﬂXu,T]]Qidu} is the solution to the adjoint forward equation
and ¢, = 32 A[cos BX S,T]vaf’g(x s,7) is the inhomogeneous part of the backward equation.
Proof. The same argument as in Proposition 2.12 shows that the representation holds, if

I'" is a bounded operator L?%(py) — L?(py) and ¢ € HA (Lz(pg)) Since X, r is adapted, so
is ¢. Moreover, it holds

B
lsllz2(p,) < CAZ(s) 7 2.
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Hence, ¢ € H%(Lz(pg)) for B2 < 4m. For y, := B?A[ cos ﬁXr’T]]Qf, we compute

_ g2
”Yr“Lz(p,g)—»LZ(pe) < C”[[CosﬁXr,T]]Qinoo < Car<r) 2 < C(T‘) 8m 2,

for any r € [0, 00). Since the right hand-side is integrable in time, fs y.dr is a bounded
linear operator and thus the same is true for its exponential I’ O

Proposition 4.36. There is a constant C, such that
IRe,rlleo <1V gle+CA ()72,

and
IR 7 ll2e0) < IVEl + CA%(t)™%.

Moreover, for any t € [0, T ]

|:|IRtT||L2( ) f ” T”L (p[)dS]S|VgIK+CA4(t>_45,

and in particular, the remainder R is bounded uniformly in T and &.

Proof. In the notation from Proposition 4.36, the first two estimates are direct conse-
quences of the aforementioned proposition, the boundedness of I' and the integrability of

f tT”FSt (Ps”%oods < C(t)™?%. To transfer the bound to the martingale part, we apply Itd’s
formula

T
E[IR, 7112, ,] + J 12,12, ds
t

T
=||Vg(XT)||%2(p[) + EJ 2<R5,Ta h(SJXs,T:Rs,T»LZ(p[)dS

t

T
SHVg(XT)”?g(pZ) + Ef gs”Rs,Tniz(pe) _1||h(3 Xs TaRs T)”LZ(p )
t

Then, suppressing the arguments in h, using the same estimates we already used

IhslZa,,) < CAYs) "ad + CA%(s) " adlIR, 1 I

L2(pg) — L2(pg)

Inserting the bound we just derived and letting &, = (s) !, the claim follows. O

4.4.4 Dependence on the Ultraviolet cut-off T

With the uniform bound derived in the previous section, the standard a priori estimates
allow us to study the dependence on the cut-off T.
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Proposition 4.37. Let T; < T, and denote the spread between the solutions to (4.23) with
terminal times Ty, T by 670 = ©11 — @™, For A > 0 sufficiently small, we have

T,
E [sug||5TRt||%2(pe) +J ||5TZS||%”ds] < cat(r,) ™.
t= 0 ’

Proof. Since Ry, r, = Vg(Xr, 1,), the difference statisfies the BSDE

T,

Ty
5TRt=Vg(XT1’T1)—Vg(XT2,T2)+f (hsz—hsl)ds—f 5rZ,dB;, te[0,T,],
t

t

where _
h; = IL{sSTi} ﬁzl[cos(ﬂXs’Ti)]]QSZ(VVf’g(XS’Ti) + Rs,Ti);

denotes the generators for the BSDEs on [0, T;] for i = 1,2. Applying the usual procedure,
using the bound from Proposition 4.36, we have

T,

2 2
E[sgp||5TRs||L2(m)+ fo ||5Tzs||L2(pé)ds] (4.28)

T
<E[[|VeXr, r)— Vg(XTZ,TZ)”%z(pU] + EJ 2(57Rs, h? —h}) 205, ds
0

T,
+EJ 2<5TRS)h52>L2(pg)ds'

Ty

The last integral over [T;, T,] can be bounded in the same way as before in the proof of
Proposition 4.36,

T,
EJ 2(87Rg, h2) 2o yds < CAH(T;) ™4,
T

For the integral over [0, T; ], we again estimate the difference between the generators hé

in terms of ||& TRslliz(p[). To this end note that, for s < T;,

102 =k ll2p)
<BeAY||[cos(BX, 1 )IQEVVEE (X, ,)5 1Rl 12(p)

+ BAYIQA(VVE (X, 1) — VVEE (X 1 NIz (o)

+ BHA%(I([eos(BX, 1)1 — Leos(BX r, YDQZR; 1, Il 12(p,)
=:(D + (1) + (III).

Using the boundedness of IIVSE’g(go)II 12(p,) < C{(s) %_5, combined with the bound on 6 X =
xRz —x®-11 from Proposition 4.32, the first two terms can be estimated in the same way

as before,

E(D? <A*C{s) M EIS 1R 2y,
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and

E(ID® < A*C(s) > %K [Slz}pHSTRKH%Z("”] '

For the third term, we also use the uniform bounds from Proposition 4.36 and argue in
the same way that

E (D2 < E[ A2C1IQ%([cos BX, 1,1 — [eos BX, 1, D2z, IR, 1, 17 |
< 22C(s)2(s)* Ell[cos X, 7,1 — [cos pX, 1, Tl
< AZC<S>_4_2§ <5>_25 E”Xs,Tl _XS,TZH%z(m)

Using these bounds and the Lipschitz continuity of Vg and X" in (4.28), we have

Ty

2 2
E|:SLt1p||5TRt”L2(p[)+L ||5TZS||£2,[ds:|

oo
<ate(r)) ™ + (cx“f

c(s)ds + 7@C) E [Supl|5TRt ”%Z(Pe):| ’
0 t

for some positive c(s) with fooo c(s)ds < oo. Choosing A > 0 small enough we obtain the
desired bound after rearranging. O

4.4.5 Dependence on the Infrared cut-off £

While the bounds in the previous section are sufficient to show tightness and existence of
a solution on the infinite volume R2, we can also show convergence vgé — vgq for the
entire sequence in the infinite volume limit to a unique limit, at least if A > 0 is small. This
will allow us to reconnect the FBSDE on R? to the variational problem and, consequently,
the approximate measures ng to vg;. Recall again the definition

Vi(p) = Af Ear cos(By),

for a smooth cut-off £. To study the dependence on the cut-off, we introduce a system for
the spread 6,0 = @?2 — @ff between two solutions with terminal conditions VT5 ¢ and

sz’g sastisfying the equation,

{65& = — [ (QAE, YV (XE2) — £ V8 (XE) + Q28R )ds
T T ~
5:R, =VgX:)—VgX:)+ [ hd' (xRS~ (XS, R)ds — [, 6:Z,dB,.
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Proposition 4.38. For A > 0 sufficiently small, there is a constant C such that

T
Bl sup I6cRIE, + f ||5525||i”ds]sc<t>—25||§1—£2||§2(m).
selt,T t ’

Proof. In the same way as before, this estimate comes down to estimating

IVg(X:) — Ve(X:2)l 200, < CASUPlIBER 2o,

and the spread in the generator h. Splitting the difference in the same way as in the proof
of Proposition 4.37, we see that
1810 cos(BXENQIRS! — &1 at; cos(BXIQZRE 12y,
< 181 (a; cos(BXEIQIRE! — a; cos(BX 2)QIRE)IL2(p,)
+11(€1 — &2)ay COS(ﬁngz)QSZRgz 20
< [|&1a;cos ﬂXngszngs lL2¢0,)
+||&;a,(cos ﬂXfl — @, Cos /3X‘52)Q52RS‘£2 ||Lz(pe)
+ [las cos(BX Q2R |0 11 — E2l12(py)
< C5) 2018 eRs iz + C L) T 2Rl zagp) + Cl5) 27220181 — Exllyagy

The other term in h can be treated in the same way and we obtain
B[l (X7, RE) —hE2(XE2, RE)II2, ) < A%C{s) 2™ E [supllégRsn%zw]
S

2/.\—2—46 2
+CA (5) ”151_1€2||L2(pg)

Therefore, by arguments already used,

T
2 7 112
E fggll%Rt”w(m)mﬁL ||5€Zs||£2(pnd5]

2 2 2 2
SAPCELSUPISER I,y 1+ CAIEr — Eallfgy

For A > 0 small, the result follows after rearranging. O

4.4.6 Dependence on the Perturbation g

To control the Laplace transform, it will be useful to quantify the dependence on the
perturbation g. We fix the terminal time T > 0 and the smooth cut-off £. Following the
same ideas as before, we introduce a system for the spread 6,01 = 957{ —O7 between the

solution to (4.23) for Vf’g = VTg + g and V; = V. We stress the fact that the following
result also holds for £ > 0: The effect of a perturbation Vg which is concentrated on a
compact set, only has a localised effect on the solution R and, thus, the optimal control u.
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Proposition 4.39. For the spread of the solution, it holds for any ,

T
E| sup ||6,R,|? +f 16.Z]1% . ds|<cC|vgl?.
[re[o,ﬂ R O R D ¢

Proof. The difference 6,0 satisfies the FBSDE

t
{5gxt = Qf(VVTE’g()T(Sg’T)—VVf(XS’T)T-i- 5R,)ds,
§gR, =VgXi)+ [ *(h —hD)ds— [ 6,2,dB;,
where
_ f nf
hf = h(s, X 1, R, ;).
For X, the same argument as in Proposition 4.32, applies and

t

t
116 (X5 7l 1200 < ACJ () 2NVVEXE ) = V(X 1)l 2 ds + f 1Q25 4Ryl 12(p,)ds-
0 0

By the definition of V¢ and the Lipschitz continuity,
IVVES(XE) = YV X Pl 2oy < IVEXED 20, + CasllS g Xill2go-

Thus, by Gronwalls inequality,

t
||6gXt||L2(pg) < C(|Vgll +J ||Q525gR5“L2(p[))- (4.29)
0

For the difference in the backward equation, we split up h8 —h° as

1R —hSllz2(o,)
<P AlLcos(BXENIQAVVA(XEL) = VVi(X r )l 2o
+ B2 Al ([eos(BX$ )] — Leos(BX, r)DREVV, (X, r)ll 2o,
+ B2 Al[cos(BX{1)1Q26 Ryl 2, + B2 AlI(Lcos(BXE, )T — [eos(BXE 1) QZR, I 12(py)-
In the same way as before (as in the proof of Proposition 4.37), we use the Lipschitz

continuity, the bounds on a, and the uniform estimates on R from Proposition 4.36 to
obtain

1h8 —h)ll 1200, < B2 Aas(s) 2|V gl + B2 Aas(s) 2 (|6Ryll 2
+(BAA2a2(s)72C + B2 Aag(s) 216 Xl 120,

< C?LOLSZ(S)_Z Vgl + C?Lotsz(s)_2 s[up ]”(SgRs”Lz(pé).
s€[0,T
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where we also applied (4.29) in the second step. The usual a priori estimate with &, =
(s)7172% as in (4.27) then allows us to conclude

E| sup [|64R.|I7 f (Al
L[O’T] gtellia(p,) L2048

sc7|Vg|§+CE[ f (&,15R, 22, + € IR - h°||L2(p))ds]
0

<c|Vg|Z+AZCE[ sup [|6,R ||L2(p )]
s€[0,T]

Choosing A > 0 sufficiently small, the claim follows after rearranging. O

4.5 Removing the cut-off

The estimate we derived in the previous section now allows us to remove both the ultra-
violet and the infrared cut-off. Since all estimates are uniform in T and &, the order in
which these limits are applied does not matter.

4.5.1 The Ultraviolet Limit

In this section, we apply the bounds we derived to conclude convergence for the control
as T — 0o. We always assume that A > 0 is small enough and fix the cut-off £. We leave
the dependency implicit whenever possible to simplify the notation. Since the bounds
derived in the previous section are uniform in &, provided { < —1, this does not lead to
ambiguities.

Let us recall that the optimal control u is given by

ur =ubf = Q VY = QVVIH(X ) +RES).
Lemma 4.40. The sequence {R, ,t > O}y of solutions to the FBSDE (4.23) converges in
HZ° (L%(py)) to a limit {R,, t € [0,00)}. The convergence is uniform in & and the limit is

bounded uniformly in t and &, with

IRl + IRl < [V8[2+CAHE) ™ < o0,
Moreover; using the notation I,(u) = fot Q,u,ds, we have as T — o0,
I;(QR.1) = Ioo(QR) € L°(P x R?) in L*(B,H'(py)).

Proof. By Proposition 4.37, the sequence {R, r,t = 0}, is Cauchy in H*(L2(p,)) and
thus converges to a limit which we denote by R. The bounds now follow immediately
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from Proposition 4.36. The boundedness of I, (QR) follows from the bound on R and
Lemma 4.4. Finally, the convergence in L?(P,H!(p,)) follows from Lemma 4.5, since

o}
E”J Qz(RsT R)dSHHl( )—EJ ||QS(RST R )||L2( Z)
0

oo
SEJ () NIRs 7 = Rll2,ds
0
< cat(r)%°
O

Theorem 4.41. The process X = X?, where R is the limit introduced in Lemma 4.40, con-
verges in L2(P, H_5(p()) to a limit

X oo =Zoo + Weo,

where Woo~ pisa realisation of the Gaussian free field on H~° (pg) and I, € L2(BH(py)).
Moreover;, (X,R, Z) is the unique solution to (4.23) at T = oo.

Proof. The convergence of W, — W, in L2(P; H%(p,)) with Law(Wy,) = u follows
from Proposition 4.1. For the drift, it only remains to show convergence of the integral
fooo QSZVf’g (X,)ds. Thanks to the boundedness of ng’g in L2(p,), the integral exists and
by Lemma 4.5,

Ellf YV (X )dslIZ
oo

SEJ Q. VS (X)I2,,, s
0

SCJ (s)72(s)1720ds < oo.
0

Thus X oo = Zoo + W with the claimed regularity. The pair (X,R, Z) satisfies (4.23) by
construction and uniqueness was already shown in Theorem 4.30. O

Let us also note the convergence of the optimal control for future reference.
Lemma 4.42. There is a control 1° € HA(L2(p,)) such that

o0
: =& _ & 2 _
TIEEOEJ; |lu; ut’T||L2(pl) =0.

1 —
Moreover, ||(t)5+5uf||Loo(R+sz) < 00.

Lemma 4.43. There is a constant C such that

Vi(o)l = |Yoi | < Alsupp(@)] C.
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Proof. To obtain a uniform bound on Y, we rely on the same idea as for VY and rewrite

T

T T
1
Y, r =V(X; 1) +J (VVi(X; 1), dXs r)p2 + EJ ||QsVYs,T||%zd5 —J VY, rQ,dB;.
t t

t

Here we again used that the Wick-ordered cosine satisfies the Fokker-Planck equation
(4.4). We compute,

T T
f (VV,(X; 1), d(X; 1)) p2ds = lﬁf J Elsin(BX, 1)IQIVY, rds
t
T
+ J Jilﬁ [sin(BX;,r)]Q;dBs.
S
The stochastic integral is a martingale since

T T
EJ f|l€[5in(ﬁxt,T)]Qs||%2ds < CJ (s)7' 7% Isupp(&)I* ds < oo.

Then, letting t = 0 and taking expectation, we see that
T 1 (7
Yor =E [A |supp(&)| +f AB f [sin(BX; 1)IQ VY, rds + 5 f ||QSVY5,T||§2ds] :
0 0

Since we have already seen that f OTIIQSVYS,TII%st is uniformly bounded, it only remains
to take care of the term in the middle. By Holder’s inequality, the estimate on a and
Lemma 4.4,

< 1ELsin(BX, I :2l1Q2 Y, 752 < Isupp(E)] (5) 2.

U Elsin(BX, 1) IQ2VY, 1

As this is integrable over R, the claim follows. O

By undoing the change of variables, the convergence of the remainder R also means

there is a unique solution to (4.22) at T = oo.

3

Theorem 4.44. There is a unique solution ()_(g,VY ,VEE) to (4.22) at T = oo. More

precisely for any 0 < t < T < 09, the triple satisfies

=& t —£ t
{Xr : =¥ _gfo Q?VYSSS + fo Q;dB,
p— p— T p—
VY, =VY,—[ VZ B,

If |supp(&)| < oo, the pair (X g,ﬂg) is optimal for the variational problem

oo
1
& —; 3 =i 3 - 2
Voo = L}gﬁJoo(u) - L}gﬁ{voo(woo +Ioo(w)) + ZJO ”us”LZ(A)dS}:
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where again I,(u) = fot Q,u,ds and
V(oo (W) + Weo) = f@[[COS(/J’(Woo + oo (W))]
= fi[[COS(ﬁ Woo)I(cos(Bloo(w)) + [sin(fWoo )] sin(B oo ().

In particular, Law(X io) =Law(W, + Igo) = ng.
Proof. By definition of the remainder,

{v?g =VVEE)+R

t
7€ _ 5t | 02 =t
VZ;=Z; +p*A°[cos BX, TQ;.

Hence, it follows directly from the definition of R, R and X and Theorem 4.41 that the triple

X g,V?g,Vfg) satisfies (4.22). If X : is optimal, the statement about the law follows
from Lemma 4.18. It remains to check that for a compactly supported cut-off & with
supp(&) C A bounded, we also have convergence for

3 €

T T
€ _ v 1 € €
YthT+f E||QSVYS||§2(15—J VY QdB;,
t t

and that X : is the optimally controlled process with 75 = vio.
Convergence of the terminal condition. Let us start by rewriting VVf (Zr +Wyg) as

[sin(BX ;)] = [sin(BW + BZ5)]
= [cos(BW;)] cos(ﬁI?) + [sin(fWs)] sin(ﬂI?).

Thus, splitting up the integral,

Ef £ (Lcos(BW)T cos(BZ7) — [cos(BWeo )] cos(BTS,))

=EJ £(Lcos(BWy)T{cos(BTZ) — cos(BTE, )}
+{[cos(BW;)] — [cos(BWoo )1} cos(BZE,) )-
By the dual pairing of H~'*% and H' 9,
E J ELcos(BWr)T{cos(BZ;) —cos(BTE,)}
<E [”[[COS(ﬂWT):[l”H*H‘S(A)”COS(/jzg) —COS(ﬂIEO)IIHl(A)]

<E[|ILcos(BWr)TIZ 1504, | E[ llcos(BTE) — cos(BTE)IZ ] -



80 4.5. Removing the cut-off

Thanks to the boundedness and continuity of the sine and cosine, the convergence
I% - Igo in L2(B,H'(A)) is inherited for cos([jI%) and sin(fZ;). By Proposition 4.10,
the renormalised cosine and sine are martingales, convergent in L2(B, H'7%(A)) provided
B? < 4 . In other words, the first term is bounded uniformly in T, and the second term
approaches 0 as T — 0. It follows in the same way that

Ef E{[cos(BWr)]—[cos(BWeo )T} cos(BZS,) = 0, (T — o0).

Of course, the exact same argument shows convergence for the cosine replaced by sine.
Hence,

. &8 =€ _
Jim E (Vi &) —VEEL)] =0,
as required.
Backward equation at T = co. We have already seen that the terminal condition for

s converges to Vfo. It remains to check convergence for the drift of VY. Recalling that
V?f = VVtE 04 f )+}_Qf we can use the estimates on }_tf, the estimates on the renormalisation
a; S (t)%_é and Lemma 4.4 to see that

oo t e o]
_ =, =t _ _
Ef IR, VY7 dr < f () 2IVVEX ) +R; (a0 dr < f (r)~(r)'7*dt < oo.
0 0 0
Thus, as T — oo,

T T

£ =<

Y, =YT+J ||QrVYf||%2(A)dr+f VY*Q,dB,
t t

oo

oo
=£
—>V§O(XOO)+J ||QrVYr§||%2(A)dr+f VY:Q,dB,.
t

t

Ogtimality. We show that the limit still coincides with the value function at T = oo.
Let X; (u) be the solution to (4.9) with control u. In the same way as before we can show

for any u € H2(L2(A)),
E[V (X5 () = VE (XS, o @)] =0, (T — 00),
and use monotone convergence for the quadratic term to conclude,
dim JE(w) =I5, W),
for any fixed control u. Hence, since u®” is optimal for J 5,
JE (1) = lim Je(u) > lim nf inf Ji(u) = lim géfJ% wWs.

On the other hand, for the sequence of optimal controls u*T, we have by Fatou’s lemma,

o0

T
1iTnlgngL ||uf’T||%2d52EJ;) 112, ds.
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Since u®T minimises J? for any finite T, this implies with the convergence of VT5 04 ? (u)),
lim Lng?(ug’T) > JE (@)
Combining both estimates
£ (18 < liminf I (uETY < inf JE
Jo (@) < 11Tr£1>géfJT(u )< L}Ielij‘”(u)'
=& 27712 . .. .. . =& I S 13

As u°> € H*(L“(A)) is admissible, this implies Y | = J3,(u”) = infy,c 4 J 3o (1). O
Remark 4.45. By Remark 3.3 the condition (4.20) is necessary and uniquely determines

the optimal control. In the proof above, we have just shown that for weak interactions

A there is a unique solution to (4.20). Therefore, X o, is the unique optimally controlled

process and by Lemma 4.18 also the measure ng = Law(X io) is unique.

4.5.2 The Infinite Volume Limit

For small interactions A > 0, we show weak convergence to a unique measure on R2. We
assume that £ > 1.

Theorem 4.46. For a smooth cut-off &, let ﬂf = QSV?;E be the optimal control for the
control problem on supp(&). Then, For A > 0 sufficiently small there is a @i, € H2(L?(p;))
such that

o0
: = _ =&2 —
éLH}EJ() ||, ut||L2(p_e)dt—0.
Moreover, IIﬂt(t)%+5l|Lm(R+sz) < o0.

Proof. By definition ﬂf = QS(VVf()_( f) + }_lf). Proposition 4.38 implies
o0 };‘ oo
E f IR =R, ds <E f (5) 27211 =E&lI3s,_,,ds = 0.
0 0

Thanks to Proposition 4.32, we also see that X f — X, in L?(B L%(p_;)). Hence, with the
continuity of VV, and the estimates on «a,

(o @]
= =
EJ 1Q(VVEX,)— VV, (X, ))Ilizm_[)ds
0
* £
SEJ (22K Kol 10— OVVE I, s
0

o
<1 —EII%Z(p”J (s)y17%%ds >0, as &—1,
0
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which allows us to conclude the desired convergence. The moreover part follows from
the bounds on V, and R, since uniformly in t,

— _ = = _1_
||ut||L°°(R2) <t 1||Vt(Xt)+Rt||L°°(]R2) < C<t> 2 6'
O

Corollary 4.47. For a smooth cut-off &, let If = fot Qsﬂfds. There is a unique Zo, =
Ioo() € L°(P x R?) such that

lim ElTo — 5, I,y = O,

and thus X io — X oo in L2(BH™? (p—¢)). In particular, the family { ng} ¢ has a unique weak
limit vgc = Law(X o5 ) 0N H_5(p_e).

Proof. The convergence of Z° is a direct consequence of Theorem 4.46 and Lemma 4.5.
This in turn also implies the convergence of X io in L2(BH°(p_,)) by Proposition 4.10.
If [supp(&)| < oo, we know from Theorem 4.41 that for any bounded and continuous
function f : H%(p_;) = R

_g J—
V() =Ef (X)) »Ef Koo), (1),
In other words, the measure vg; := Law(X o) is the unique weak limit of véG. O

Remark 4.48. While with our estimates, the convergence of the stochastic processes to a
unique limit requires A to be sufficiently small, we still have tightness of {ng} ¢. Indeed,

by Lemma 4.42, supgll(t)%+5 ﬂflILm(R+sz) < oo and thus

T
& _ 2=¢
IT - f Qs us,TdS’
0

is uniformly bounded in L°°(P; W°°(R?)) and L?(P; H'(p,)) by Lemma 4.8 and respec-
tively Lemma 4.5. Thus, there is a weakly convergent subsequence of {Igo} with an
accumulation point which we denote by Z,. This means we can still interpret the shifted
free field Zoo + Weo as a realisation of the sine-Gordon measure on H°(p_;). We can,
however, no longer deduce uniqueness for the limit from our estimates.

Thanks to the uniform boundedness of {Igo }e in WL we also immediately get that
any accumulation point of {vgc} ¢ has Gaussian tails.

Corollary 4.49. Let T, be an accumulation point of { VEG}. Forany 6 > 0, thereisay >0
such that

2

rlell”
e H 5(1)7[) vSG(d(p) = E[EXP(HIOO + WOO||12_176(p78))] < 0Q.
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4.6 Variational Description on R?

Even though the value function is not meaningful on the infinite volume, we can derive a
variational principle for the Laplace transform from Proposition 4.39. The section follows
[3] modulo minor changes in some estimates and some additional details.

The crucial ingredient is the following locality property of the optimal control.

Lemma 4.50. Let u®* be optimal for g and denote as before by 1° = u%f the optimal control
for the unperturbed variational problem. Then,

o0
EJ a8 E —TE 2y yoydls < 10812
0

Proof. The proof follows from Proposition 4.39 in complete analogy to the proof of The-
orem 4.46 from Proposition 4.38. O

Remark 4.51. Thanks to Lemma 4.6, the statement of Lemma 4.50 and consequently
also Theorem 4.52 applies when the polynomial weight is replaced by an exponential
weight. In particular, the effect of a perturbation ¢ whose gradient decays exponen-
tially/polynomially in space on the control is also localised exponentially/polynomially.

Theorem 4.52. For a sufficiently large constant C > 0 depending only on |Vg|, where
n > 2, define

oo
A(8) = {v e H(L?(pn)); EJ IvellZz(,, ydt < C.
0

With the notation W(g) = V58 — V4 for the Laplace tranform of vgc, we have

lim W* = inf J°(v ,

lim (8) Lo )
where the cost functional is defined as

T () ZE[§(Woo + Too +Ioo(V))

+ A J (l]:COS(ﬂ(WOO + Ioo + Ioo (V)))]] - ﬂ:COS([j(WOO + Ioo))]])

(e @) 1 oo
+ | @ovoede+ s | IvdlZ.del.
0 2 Jo

Here, we again use the notation Zo, = fooo Q,li,ds and u, = Q,VY for the optimal control
on R? from Corollary 4.47.

The following Lipschitz estimate for bounded functions from [3] will be useful.
Lemma 4.53. For ||f|ly1.00 + ||f2|lwicoc <M and h € HY(p,), we have for any ¢ € (0,1),

l|(cos(f* +h)—cos(f2+h))h||W1,1(p[)
<CulIf ' = F2llmco_p il gop + N1 _f2”22(p_e)||h“H1(p2[))-

The analogous statement holds for the sine.
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Proof. By the Lipschitz continuity, we have

lI(cos(f* +h) —cos(f 2 + M)Al (o) < I ' = F 2 2o plIll2(py)-
For the derivative, we compute
V((cos(f! +h)—cos(f2+h))h)
= (cos(f! +h)—cos(f2+h))Vh+ (sin(f! + h)(Vf! + Vh) —sin(f? + h)(Vf2 + Vh))h
= (cos(f! +h)—cos(f2 +h))Vh + (sin(f ! +h) —sin(f2 + h))hVf2
+sin(f + W)V = VF)h + (sin(f! + h) —sin(f2 + h))hVh.

The first term can be estimated as before,

I(cos(f ! +h) —cos(f2 + M) Vhllppy < IF = F2 2o ) IVRllL2(p,)-

Using the boundedness and Lipschitz continuity of the cosine,

Isin(F* +R) —sin(f2 + AV 2510 < I = £ 2o Wl 2o 1V Moo
Isin(f* + RV F = V2l < IV =V E 2200 IRl 2o,
I(sin(f " + 1) —sin(f2 + WAVl < I = F2llego_p Il al VRl 2o,y

where we also used Holder’s inequality with % + % = % for the last estimate. Interpolating

between L and L?(p_,), we have for 11) =£

UF = F2llinp oy < IF = P2 = £ 2y -

To deal with the last L9-norm, we use the Sobolev embedding W12 < L1 with % =1-te
0,3),

hllze < NRllggpy,)-
Combined with the assumption ||f|lyy1e0 + ||f 2|lwice < M, this yields the claim. O
Proof of Theorem 4.52. First, we note that with the optimal control u_s5 =Q V?f,

Vo8 — V&0 = inf (J5¢(u) — IS0 (@%)).
ue A

3

Introducing the change of variables v := u—u", we define

T8 (v) i=J58 (v + 1) — IS5 ().

Restriction to A(g). We claim that the minimiser T8 of J (v 4+ 1) is already contained
in A(g) provided that C 2 |Vg|T21, from which the claim follows. Indeed, by Lemma 4.50,

the minimiser v* for J g satisfies uniformly in &

o0 oo
E J 1vi22, dt = EJ ¢ —a; I3, At < CIVgl2.
0 0
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Convergence of 7£’g. We show instead that J >, Jé uniformly on A(g), term by term,
which then implies the claim. We need to control

T =T W)
—E| ¢(Wao — o (1)~ Zuo) = 8Wow ~ Loo (1) ~ )
+A f E[cos(BWeo ) I{ (cos(B (oo (v) + Zoo)) — cos(B(Ioo (V) + I5,)))
+cos(BZE,) — cos(BZoo)}
+ XJ E[SIn(BWeo) I{(5In(B o () + Zoo)) — sin(B(Ioo (v) + Z5,)))
+sin(BZ5,) —sin(BZoo)}

A f (1= &)[cos(fWoo ) J{cos(B (I (V) + Zoo)) — cos(B(Zoo))}
A f (1= &E)[sin(SWoo ) I{sin(B (I (v) + Zoo)) — sin(B(Zoo))}

oo 1 oo
+ f (@ v)dt = f v, 0, = 1 v 2. de |
0 0

For the first term, note that for any ¢, € L2(p_,),

lg(e —y)l = U Vg((1—=0)p+0Y)p—v)do| < Vgl llo —Pllrz,)-

Hence,
E|§(Woo + Ioo(V) +Zoo) — 8(Woo + Ioo(v) +Z5,)|

1 =
272 2
<E[IVgl2) E[ITee — 5 122, ]
which converges to 0 uniformly on A(g) by Corollary 4.47.
For the integrals involving the cosine, we know that [cos(fW.,)] converges in
LP (P;B;}f‘S (p—p¢)) for any p > 2 and £ > 1 by Proposition 4.10. Moreover, by Proposi-

tion A.4 and Holder’s inequality with % + % =1

Eﬁ[cos(ﬂ Weo ) T{cos(B(Ioo (V) + Zoo)) — c08(B(Ioo + Z5,)) + cos(BIS, ) — cos(BLu)}

<E |:||[[COS(/5W<><>)]]”B 15 ({ x)—p»f)]E

1

q

xE[ncos(/s(loo(v)+Ioo))—cos(/5(1 +T5)) + cos(BIE,) = cos(BToo)llgy s qé)]

=B [ ILcos(BWoo )Tl 1510 > -
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Since the first factor is bounded, this means we want to show convergence for (I) in
B1 5(pq ¢) for some q,£ > 1 to be chosen later. To this end, we interpolate between

1_

Bq,q

= W13 and L using the Gagliardo-Nirenberg inequality, Lemma A.2,
l1c0S(B (oo (V) + Zoo)) — c0S(B(Ioo (V) + Z5,)) + cos(BLS, ) — cos(BLeo Mlgrs((xyat)

<Cf {sin(B(t1o0 () + Too)) —sin(B(tloo (V) —I5, ))}Ioo(V)IIé dt

B3 (it

<CJ I{sin(B (¢Too (V) + Zoo)) —sin(B(t1oo (v) — Z5 ))}Ioo(v)”Wn( aydt
=:C x (II),

where % 1 128 < 1. Here, we also used that WP c WP for s < s9 and that BS ~
—3

W54 for s ¢ Z. Due to Lemma 4.8, the bound on the renormalisation a, < (t)5_5 and
Lemma 4.42, the hypothesis

e, 01 — .1
IZoo llw1.c0 + ”IEOHWL‘X’ < ”uf(t)2+5“L°°(]R+xR2) + ”ut(t>2+6“L°°(]R+xR2) < 09,
of Lemma 4.53 is satisfied. Hence, for ¢ € (0, 1) to be chosen later

E[(ID?]

SEI:”IOO _IEOHHl(p )”Ioo(v)”Hl’(qug) + ||IOO _Igo”iZ(p_ql)||Ioo(v)”H1(p2qg)i|

1 1
1 2
SE[”Ioo ||Hl(p }E[llIOO(V)lllqu’(Pw)]
1 1
1 2
+E[||I ~1 ||L2(p :| E[”Iw(v)”iﬂ(ﬁ’zqé)] ’

For 6 small enough, g = - 5 is sufficiently close to 1, we can choose { := 2 > L Thus,
2

since v € A(g), we see that 1
E[ Moo, ]
is bounded by Lemma 4.5. For € > %, we have f € (1,2) and again with ¢f = 5 > 1,
B[ 7o~ 75 1%, )| 20 as £1,
by Corollary 4.47. Combined, this shows (uniform) convergence of (I). Of course, the

same argument applies to the analogous term with the cosine replaced by the sine.
For the terms

J(l — &) cos(BWoo)(cos(B(Ioo (V) + Zoo)) — cos(SZoo)),
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the convergence will follow from the weighted estimate

_t _tL
1= E)F sy < sup ()AL, g SNTEISL, o

|x|=N

&) € B;,(0). Indeed, the same arguments as before yield for g = ;:5

||

for supp(1 —

E U(l —&)[cos(BWeo)1(cos(B(Ioo (V) + Zoo)) — COS(ﬁIoo))}

<CE[||[[COS(/5Woo)]]||B o >-pe)]"

<101 058 U0 (4) + Zeo)) = 0SB Te0 My 0 |

The first factor is again bounded. For the second term, we estimate
1
q

[||(1 - g) Cos(ﬁ(Ioo(V) +Ioo))_cos(ﬁzoo)“31 5( q[):|

Q=

1
<E [f (1 = &) sin(B(tloo(v) +Ioo))loo(V)llw1,1(<x>qz)dt] -
0

Now, this norm can be estimated similarly to Lemma 4.53,

(1 = &) sin(B(Ioo (V) + Zoo ) oo (W)l L1((x)at)
<2 = &) sin(B(Too (V) + Zoo Dl z2((x)-0) H oo (VDI L2 (x)20)
SN_ql ”Ioo (V)“LZ((x)qu)-

It remains to estimate the derivative

V(1 =&)(sIn(A(Ioo (V) + Zoo oo (v))
=(1=VE)SIN(B(Too (V) + Zoo N oo (V) + (1 = E)sin(f(Ioo (V) + Zoo)) Voo (v)

+(1—8)cos(B(Ioo(V) +Zoo))B(VIeo (V) + Voo ) oo (V).
The first term can be estimated in the same way as before
11 = VE)sin(B (oo (V) + Zoo D oo Nl p1(xyaty < N oo (W)l ()20t
Thanks to the boundedness of the sine and cosine,

11 = &) cos(B(Too (V) + Zoo IB(VIoo (V) + Voo Moo (M| L1((xyat)
SCNTHN(VIoo(v) + Vool 2((x)-200) oo (V|2 ()20
SCN28|(Voo (V) + Vool r2((x)20) 1 oo (i1 (x)200)5
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and

I(2 = &) sin(B (Loo (V) + Zoo)) VIeo (V| L1((x)at)
SNTHN Voo )l 220ty
SNV oo (W1 ((ry200)-
We have already argued that all norms above are finite provided that £ = % > 1. For q
sufficiently close to 1, as £ — 1 and consequently N — oo, also this term goes to 0. Since

all bounds are uniform in v € A(g), the convergence is again uniform.
To finish the proof, we note that the quadratic term can be reduced to

Ivell, + 125012, — [T — v 12, = 2@, v,) 12,

and by Holder’s inequality

Ef (Vt,ﬂt—ﬂf)det SE[J “thiz(p[)dt] E[f ||at_ﬂ§”%2(p_e)dt:| .
0 0 0

This again converges to 0 uniformly on .A(g) by Theorem 4.46, which concludes the proof.
O

4.7 Non-Gaussianity

As a consequence of the estimates we derived earlier, we can closely follow [2] to show
that the limit is not Gaussian.

Indeed, we know that for £ < —1 the measure vgg is supported on H~'(pp;). Suppose
toward a contradiction that vgg is a Gaussian measure on this Hilbert space. Then, we
know from Lemma B.2 and Definition B.4 that there is a m € H~!(pp,) and a Hilbert space
Hepy(vsg) € H Y (py) such that for any ¢ € H™1(py),

logJ exp (—(p,Y)) v(dy) = %Hl/)”im(m) + (M, P a1(p,)-

For 1 € C>°(R?), defining g(¢) = (¢, ), it follows that Vg = 1) satisfies the assumptions
of Theorem 4.52. From the variational description of vg;, we can then rewrite the left-
hand side as the limit of the approximate measures vE’GT to obtain

logf exp (—(p,¥)) vsc(dyp)

= T;Lrgo log (E;lg f exp (—<w, Cre)u-1(p,) — VT‘E(CTSO)) u(dw)) :
—1
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By the Cameron-Martin formula (Theorem B.5), the shifted Gaussian measure u(d(y —
(—A +m?2)~1Cpap)) is absolutely continuous with density

u(de) =exp({Cre, Y)y-1(p,) — %(CTQP, (—A+m*)7'Cry))
x u(d(p — (—A+m*) 7 Cry)).

Hence, applying this shift in the previous equation,

1ogJ exp (—(¥, @) i-1(p)) Vsc(d )

= lim_log(3(Crth, (A +m*) 7 Cr)-a(oy
&1

o J exp(~VE(Crop + (A +m?) 7 Cp) u(dqﬂ))

= lim 3(Crip, (—A+m*) 7 Crap) + VE((=A +m*)) = Vi (0).
— 00
&-1
As the first part is quadratic in v, showing that ¢ — V%(Lp) for ¢ € Hcy cannot be

quadratic yields the desired contradiction. Equivalently, we can show that VV? is not
linear. Recall that by definition of R,

Vi = VYo, =V, (Xe ) +RS 1, (4.30)
with
VVy (X5 1) = Aagsin(B ).
It is clear that the sine is non-linear and to show that the property is preserved in the limit
it is enough to find specific test functions in Hcy;. For example, letting ¢, € C>*° (R?)
with Lyjy<13 ¢ (x) = 5 and Ly <13 ¥ (x) = 7, we compute for any x € B;(0),

sin(p(x) + Y (x)) + sin(p(x) —P(x)) = sin(BTn) + sin(%) =2 # 2 = 2sin(p(x)).

Thus, by (4.30) and Proposition 4.36,
(VY +9)+ TVEGh = 9) - 39VE () 2 AVE—2) — CA* 2 2(V3-2),

for A small enough. But then by Theorem 4.52, the same estimate applies for the limit
T — 00, £ — 1. In other words, we arrive at the desired contradiction once we establish
that C™° (R?) c Hew(ygg)- This inclusion is a consequence of the computations above and

the estimates on V?. Indeed, for ¢ € C*°(R?),

1 .
Ellwll,iCM(vSG) < hTrgggflogf exp (—(¥, ) vsa(dw) — (M, Y)y-1(p,)
£-1

< sup sup [[VVz()llpeo lI(—A +m?) ' Crapll
T,§ pelL?

1 2
# lmll o 1l + S 1CTYIZ, 1y

which is finite by Proposition 4.36 since VV? = VYogT.
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A. Analytic Tools

We briefly introduce some tools from Fourier analysis, which we use mainly to obtain
convergence for the adjusted potential and some bounds on the kernel. For the sake of
brevity, proofs are omitted, but full proofs for the statements can be found in [1, Chapter
2] and [33].

Definition A.1. For f € &(R%), we define its Fourier transform

FHEO=f&) = f et8) £ (x)dx,

R4

with inverse
1

(2m)d

FF)x) = J e t8) fE)dE.
]Rd

With this scaling, |#(f)II7, = 2m)?If |12,

A.1 Littlewood-Paley decomposition

Motivated the observation that derivatives act almost like dilations in the LP-norms on
distributions whose Fourier transform is supported on an annulus, the Littlewood-Paley
decomposition is a dyadic localization in the Fourier-space for tempered distributions on
R%

This dilation property is captured by estimates like the Bernstein lemma (see e.g. [1,
Lemma 2.1]). To leverage this fact also for distributions that are not localized in the
frequency space, we introduce a dyadic partition of unity. Let y,$ : R? — R, be smooth
and radial functions such that for some R > 0,

e supp(y) € B(0,R) and supp(¢) € B(0,2R) \ B(0,R),
e p<land y(&)+ Yo P(277E) =1 for any & € RY.
e supp(2~) Nnsupp(27) =@ for |i — j| > 1.
Then, denoting ¢_; = y, the Littlewood-Paley blocks are defined as
A; = ¢;(D).

For a tempered distribution u € &’ (RY), we define the decomposition

u= Z Au.

i>—1
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While u is only a distribution in general, A;u has compact support in Fourier space and
thus is a function. Denoting by ¢; = Z 1(;) the kernel of the Paley-Littlewood-block,
we see that

@i(x) =29 py(2'x) and Aju = p; *u.

Thus, ||¢;ll11((x)=) < C uniformly in i and

p id( 1)
10illp(ry-my < €207 (A1)

With this notation, we define the norms

llly, = 2, 27Nl
jz-1

with the usual modifications for p,q = oo and BS (Rd) {ue &' (RY) : ||ul Bs, < oco}.
One can show that the spaces defined in this way are Banach spaces and that we can
identify H® ~ Bs for any s € R. For the cases p # 2, we still have Bs oy WP ifs >0
is not an integer. Another reason Besov spaces are very convenient is that they are the
natural interpolation spaces for W*P.

Lemma A.2 (Gagliardo-Nirenberg inequality). Lets; <s <s,and 1 < pq,py,p < 00 with

1 1—
s=0s;+(1—0)s, —=£+ 0, 6 €(0,1).
P P P2

Pas pz(Wz) it holds that

£ 1lss 0wy < cnfn% w115
1

By oy (W2)”

For any f € B;} , (w;) NB;?

P1,P1

2 B
where w = wfl w,”. The result stays true for the Sobolev spaces W*P unless p, = 1,55 > 1 s

an integer and s; — o 2 o

Proof. See [14] Proposition 5.7 for the Besov space version and Theorem 1 for the Sobolev
case. O
Bony paraproduct

For two tempered distributions u, v, we may formally decompose their product as

uf = > AuAf =T,f +R(, f) + Tyu,

i,j=—1
where with S;g = >.,_. Ay we define
T.f = Z S;ul;f and R(u, f) = Z Z Ajulyf.
i>—1 i>—1i-i’|<1

The paraproducts T, v (respectively T,u) are locally finite in the Fourier space and as such
always well-defined with regularity no better than u (resprectively v). The resonant term
R(u, v) is not always well-defined, unless the sum of the regularities of u and v is positive.
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Theorem A.3. [1, Theorem 2.85] Let f € B;ll’ql(wl), ue B;227q2(w2)for some sy +s; >0
p p

1,1 11,1 P, P2
< 1= < =
rtos<lLo=s+5 =1 and w = w;' w,*. Then, the product

01
with 5=

fu=T,f +Rwf)+Tyu,
is a well-defined, continuous bilinear map with

||fu||B;}quz(W) < ”f||B;11,q1(W1)”u”B;Zz,qz(WZ).

Proposition A.4. [1, Proposition 2.76 ] For (p,r) € ([1,00]%) and s € R, the map

() By, X By =R, ()~ D5 (Af,A),
li—j'I<1

is continuous and bilinear with
() < CIf Nl oy oo

Here, (A;f, Aju) is the dual pairing of (&' (RY), #(RY)), the weights w,,w,, are conjugate
1 1

1

. : Pl P2 1,1 _
weights (i.e. 1=w=w;'w,*), and q1+q2—1, o

+ plz = 1 are Hélder conjugates.
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B. Gaussian measures

We recall some important basic properties of Gaussian measures, mostly without proof.
For full proofs of the statements and additional background, we refer to [12] as a general
reference and to [37] for a more probabilistic and combinatorial point of view.

Definition B.1. Let X be alocally convex space equipped with a Radon measure u. We say

,,,,, %
is a Gaussian measure on Rk.

The restriction on Radon measures is mainly to ensure measures are uniquely deter-
mined by their finite-dimensional distribution. For our purposes, the following character-
isation of Gaussian measures will be useful later. Recall that the Fourier transform of a
Radon measure u is defined via duality as

F(u)(x*) = f exp(ix*(x)u(dx), forx*e x*.
X

Lemma B.2. A measure u on a locally convex space X is Gaussian if and only if its Fourier
transform is of the form

F()(x") = exp (im(x*) ~ JB(x, x*)),

where m : X* — R is a continuous functional and B is a symmetric, continuous and nonneg-
ative bilinear form on X*.

Proof. See e.g. [12, Theorem 2.2.4] O

In the notation of Lemma B.2, we call m the mean and B the covariance of the Gaussian
measure. If H = X is also a Hilbert space, we can identify m € H** ~ H thanks to
reflexivity. For m = 0, we also say that the Gaussian is centred. Furthermore, in the
Hilbert space setting, the bilinear form may be written as B(x*, x*) = (S*x*, x*) for a self-
adjoint, nonnegative, trace-class operator S* on H*. By the Riesz representation theorem,
we find a unique self-adjoint, nonnegative trace-class operator S on H such that

B(x*,y*)=(Sx,y), x,y€H,

where x* = (x,-) € H*. In this setting, we also have the following existence result.

Lemma B.3. There is a Gaussian measure on H with covariance S and mean m if and only
if S is a positive self-adjoint trace-class operator.

Proof. See e.g. [12, Theorem 2.3.1] O]
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The central Gaussian measure for our purposes is the Gaussian free field with mass
m > 0, the centred Gaussian measure with covariance (m?—A)~!. More precisely, we say
U Q— ' (R?) is a realisation of the Gaussian field with mass m > 0, if

_ F(f)F(g)(k)
E[(Wo, ) (W, )] = (A +m*) 7' f, @) pomey = | — 5 ———dk.
rd  |k|*+m2
Definition B.4 (Cameron Martin space). For a centred Gaussian measure u on a Hilbert
space H with covariance S. We call

Hey() :=range(S?)  H,

the Cameron-Martin space of u. Equipped with the inner product

1 -1
<x’y>HCM = (S ZX,S 2y>H)

the space is a Hilbert space and x € H¢),(u) if and only if ||x||5,,, ) < 0.
Theorem B.5 (Cameron Martin Theorem). Let u be a Gaussian measure on H with covari-

ance S. For any h € H, the measure uy, := u(-—S %h) is equivalent to u with Radon-Nikodym
derivative

1.1
prx) = exp((h, x) + S ISRIE, ).
Proof. See e.g. [12, Corollary 2.4.3] O

As in the finite-dimensional case, the convergence of Gaussian measures comes down
to the convergence of their covariances.

Lemma B.6. A sequence of centred Gaussian measures W, with covariance C, converges
weakly to a centred Gaussian measure y with covariance C if and only if 4/ C,, converges to
VC in the Hilbert-Schmidt norm.

Proof. See e.g. [12, Proposition 3.8.12]. O
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